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Abstract This document presents an approach to help visually impaired people find the closest-to-user traversable
region in a point cloud. Our work aims to reduce the processing time of this task. The proposed approach uses a
convolutional neural network to segment floor regions in the point cloud and criteria to determine which of these
regions are traversable based on their size and position. We design the convolutional neural network to classify
patches, allowing the floor to be searched at selected locations in the point cloud. We find that by searching only
in the lower section of the point cloud, the processing time is reduced while the closest-to-user traversable region
to the user is located. We evaluate our work using NYU-v2 dataset and determine that it has better balance
between accuracy and processing time than similar works.

Resumen Este documento presenta un enfoque para ayudar a las personas con discapacidad visual a encontrar la
region transitable més cercana al usuario en una nube de puntos. Nuestro trabajo tiene como objetivo reducir el
tiempo de procesamiento de esta tarea. El enfoque propuesto usa una red neuronal convolucional para segmentar
regiones del piso en la nube de puntos y criterios para determinar cudles de estas regiones son transitables. La
red neuronal convolucional esté disefiada para clasificar parches, lo que permite buscar el piso en ubicaciones
especificas de la nube. Encontramos que buscando solamente en la parte baja de la nube de puntos, el tiempo
de procesamiento se reduce a la vez que se encuentra la regién transitable més cercana al usuario. Evaluamos
nuestro trabajo utilizando el conjunto de datos NYU-v2 y determinamos que tiene mejor balance entre exactitud
y tiempo de procesamiento que trabajos similares.

Keywords: Machine learning, floor detection, convolutional neural network, NYU-v2 dataset.
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1 Introduction

Semantic segmentation of point clouds is the task of assigning a class label to each point in a point cloud
[19]. Its applications include 3D mapping, autonomous driving, mobile robotics and human assistance
[7, 36} [39].

Related to human assistance, semantic segmentation of point clouds is used in the development of
devices to assist visually impaired people to navigate safely in unknown environments [18, [17, [3], O] 2].
Such devices are designed to be reliable, portable, affordable and provide real-time information [5, B1].
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However, as pointed out by [I8] [I7], these characteristics can still be improved. In this sense, reducing
the processing time of computational models helps to use more affordable and portable hardware. For
example, the use of MobileNets, a lightweight model used for object detection in RGB images, allow [17]
to detect objects at 14 fps using a Raspberry Pi model B. Also, by using PeleeNet, another lightweight
model used for object detection, [3] can detect objects at 8 fps using a smartphone.

We propose an approach to quickly find the closest-to-user traversable region in a point cloud. Different
from existing solutions that look for all floor regions, we only search those located in the lower section of
the point cloud. Such regions are closer to the user than those located in the upper section. Furthermore,
lower section concentrates floor regions [6]. This way, we can reduce the processing time.

An overview of our approach is presented in Figure[l] Given a point cloud, we first align it using the
rotation matrix provided by the device that generated it. Then, the aligned point cloud is divided into
lower and upper sections. To segment floor regions in lower section, we develop a convolutional neural
network (CNN). Once floor regions have been segmented, we apply 3 criteria to determine which ones are
traversable: if there are no obstacles above the region, if the region is attached to the bottom border of
the point cloud and if the region is wide enough for the user to pass through. Finally, among traversable
regions, we select the closest to the center of the point cloud.

Point cloud

Point cloud alignment

A
‘ Aligned point cloud ‘

/Wntal division

Lower section Upper section

Detection of objects located

Floor detection with CNN I closer than a given distance

A

Floor mask Obstacle mask

* Removal of floor regions that are below obstacles
* Removal of floor regions that aren’t attached the lower border
* Removal of floor regions narrower than a minimum size

A

Traversable regions

Selection of closest traversable region

4
Closest traversable
region

Figure 1: Approach overview.

We test our approach using NYU-v2 dataset [24] and compared it with approaches for semantic
segmentation and traversable regions detection. Results show that our approach has better balance
between accuracy and processing time, making it suitable to quickly find the closest-to-user traversable
region in a point cloud. The main contributions of our work are:

e Development of a new CNN to segment floor regions in point clouds.
e Proposal of criteria to assess traversability of floor regions.

e Development of an algorithm to segment the closest-to-user traversable region in point clouds that
is faster than related works.
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The rest of the paper is structured as follow. Section 2 presents the state of the art of the art related
to traversable region detection. Section 3 shows our approach for detecting the closest-to-user traversable
region in a point cloud. Section 4 presents the results of the experiments conducted using our approach.
Finally, Section 5 presents the conclusions and future works.

2 Related Works

To detect traversable areas in point clouds, we found 2 approaches: floor plane detection and semantic
segmentation.

2.1 Floor plane detection

The goal of this approach is to identify the elements of a point cloud that belongs to floor plane. If
the point cloud is defined in a cartesian coordinate system, it is possible to assume that these points are
contained in a plane described by Equation To find the parameters of Equation [3, 27, (33 2], 11, 26], [15]
use RANSAC while [34] tackle it as a linear optimization problem. Since more than one plane may exist
in the point cloud, the one that corresponds to the floor could be selected by the number of inliers [33] [I],
the distance of the plane from the origin [3} 26] or the normal orientation of the plane [2] [15].

Az +By+Cz+D =0 (1)

If it is assumed that the floor plane is parallel to the xz plane, points of interest could be found
by selecting those with y-coordinate close to perpendicular distance between the device that captured
the point cloud and the floor [20) 21l B8], those with normal unit vector close to (0,1,0) |23 B7] or a
combination of both [16] [13].

2.2 Semantic segmentation

To perform semantic segmentation in a point cloud, Wolf et al. [35] introduce a model called 3D entangled
forest classifier, that is a version of the random forest classifier modified to learn which labels are likely
to occur close to each other and in which specific geometric configuration.

Liu et al. [18] presents a version of PointGroup, modified to increase prediction capability while main-
taining a small number of parameters. After segmenting the point cloud, a 2D top-view representation
is generated to determine objects’ localization and passable regions.

In [32], a point cloud is voxelized and processed by a 3D fully convolutional neural network to produce
voxel labels. A trilinear interpolation layer transfers voxel labels back to the original point cloud repre-
sentation. The obtained point scores are used for inference in the 3D fully connected CRF to produce
the final output.

Schulz et al. [28] divide an RGB-D image into patches of size proportional to their depth values
and classify them using a CNN. Such CNN is trained using 8 input features: 3 corresponding to RGB
channels, 4 containing a simplified histogram of oriented depth and 1 for the height above the ground.

In [111 22], a point cloud is first voxelized. Then, it is divided into cubic-shaped groups of voxels. Each
group is classified using a 3D CNN. The inferred labels are mapped back to the original point cloud. To
train the 3D CNN, [II] use the occupancy values of the voxels while [22] use the values of point density
and mean elevation of each voxel.

Our approach works on patches of a point cloud because, as pointed by [22], sliding window based
techniques are usually computationally cheaper.

3 Proposed approach

The proposed approach is detailed in Algorithm[I} A cartesian point cloud with grid-like structure must
be provided. Such point cloud can be obtained using an RGB-D sensor or a stereoscopic sensor. To use
the same coordinate system in all point clouds, the first step consists in align the point cloud using the
rotation matrix provided by the device that generates it.



Inteligencia Artificial 70(2022) 53

Next, the point cloud is divided horizontally into 2 sections. The goal of this division is to increase
the speed of floor identification by performing it only in lower section.

The process of floor detection is presented in Figure[2] The lower section is divided into patches using
a regular grid. Each patch is classified using a CNN to obtain a label. The label is assigned to the floor
mask in the corresponding position of the patch.

If there is at least one floor region, traversable region/s are identified. For this purpose, we propose
3 criteria:

1. If there are not obstacles above the floor region, it is traversable.
2. If the floor region is attached to the bottom of the mask, it is traversable.

3. If the floor region is wide enough for the user to pass through, it is traversable.

To apply the first criterion, the upper section of the point cloud is processed by identifying points
located closer than a safe distance thus obtaining the obstacle mask. Then, columns in floor mask are
reset if their corresponding column in obstacle mask is occupied.

To apply the third criterion, regions narrower than a given width are reset. The actual width of
regions in floor mask can be calculated by superimposed them in the point cloud.

After identifying traversable regions, if there is at least one floor region, the closest region to the center
of the mask is selected as the output of the algorithm. Such region is closer to the user and is faster to
reach.

Algorithm 1: Proposed approach

Input: Point cloud, sensor rotation matrix, division value, safe distance, floor detection CNN,
minimum region width value
Output: Mask with closest region or empty mask
Align the point cloud using the sensor rotation matrix;
Divide point cloud horizontally using the division value;
Get floor mask by processing the lower section with floor detection CNN;
if There are any floor regions in floor mask then
Get obstacle mask by identifying elements located closer than safe distance in the upper
section;
if There are any obstacle regions in obstacle mask then
Get indices of columns occupied by obstacles in obstacle mask;
Reset elements in floor mask that belongs to columns indicated by retrieved indices;
if There are any floor regions in floor mask then
Reset regions that are not attached to lower border;
Reset regions narrower than minimum region width value;
if There are any floor regions in floor mask then
Select region closest to center of the mask;
return Mask with closest region;
else
| return Empty mask;

else
| return Empty mask;

else
| return Empty mask;

3.1 Proposed CNN

Similar to [22], 1], our CNN is based on LeNet [I4]. It is composed by 3 convolutional layers, 3 pooling
layers and 2 fully connected layers.

CNNs are specialized neural networks for processing data with a known grid-like topology [§]. They
include convolutional, pooling and fully connected layers. Convolutional layers are defined by kernel size
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Figure 2: Floor detection process.

(K), number of channels (C), step (S), type of padding (P) and activation function (AF). Pooling layers
are defined by kernel size, step, padding and the pooling operation (O). Fully connected layers are defined
by the number of neurons (n) and activation function. [12] offer more information about CNN elements.

4 Experiments

4.1 Dataset

Like [35], 28], we used NYU-v2 dataset to evaluate our approach. This dataset is composed by 1449
640x480 RGB-D images, 795 for training and 654 for evaluation. For each image, a dense per-pixel
labeled mask is provided. In this work, 4 classes were distinguished: ground, structure, furniture and
props. Figure [3]shows the percentage of elements per class in training masks. It is noted that this dataset
is unbalanced.
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Figure 3: Percentage of elements per class in training masks.

4.2 Experiments with the CNN

4.2.1 Hyperparameters selection

For convolutional layers, hyperparameters K = 3, S = 1 y P = 1 were selected because of [30} 29, 25]
recommendation. Since values of point cloud can be positive as well as negative, hyperbolic tangent
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(tanh) was selected as activation function. For input size, number of filters in convolutional layers and
number of neurons in the first fully connected layer, we explored the following values:

e Input size: (8, 8, 3), (16, 16, 3), (32, 32, 3), (64, 64, 3).
e Number of filters in convolutional layers: 16, 32, 64.

e Number of neurons in first fully connected layer: 16, 32, 64.

The different configurations of our CNN were developed using Tensorflow 2.4.1 and Keras 2.4.3 li-
braries. To configure the training process, we used default values of the hyperparameters, except for those
indicated in Table[I} Also, since NYU-v2 is unbalanced, we provided a vector containing class weights.

Table 1: Hyperparameters used for CNN training.

Hyperparameter Value
Epochs 64

Patience 6

Loss function Cross entropy

We use 80% of the training set to train the configurations and reserved 20% to validate them. To
generate examples and targets, point clouds and their corresponding masks were divided into patches.
For each mask patch, if labels of all elements were the same, its corresponding point cloud patch and the
unique label were stored as example and target respectively.

Similar to [35], class and balanced accuracy were used to evaluate the configurations. Results achieved
by these configurations are available in Appendix The one with input size (16, 16, 3), 16 filters in
convolutional layers and 64 neurons in first dense layer achieved higher floor class accuracy in validation
set. We identified this configuration as model 16-16-64. The structure of model 16-16-64 is summarized
in Table

Table 2: Structure of the proposed CNN.

Layer Parameters
Input size = 16x16x3
Convolutional K=3C=16,S=1,P =1, AF = tanh
Pooling K=2,S=2 0 = average
Convolutional K=3C=16,S=1,P =1, AF = tanh
Pooling K =2 S=2 0 = average
Convolutional K=3C=16,S=1,P =1, AF = tanh
Fully connected | n = 64, AF = tanh
Fully connected | n = 4, AF = softmax

Using model 16-16-64, we also explored different values of batch size and learning rate as follows:

e Batch size: 32, 64, 128, 256, 512

e Learning rate: 0.001, 0.0001

Results achieved by these configurations are available in Appendix[B] The one with batch size 32 and
learning rate 0.001 achieved higher balanced accuracy in validation set.
4.2.2 CNN evaluation

To reduce the effect of randomness of weights initialization, model 16-16-64 was trained 10 times with dif-
ferent initial weights. Table [3|shows average scores achieved by the proposed CNN in NYU-v2 evaluation
set along with the results of [35]. Regarding the processing time, the proposed CNN achieved 149.037
ms. per point cloud running on an i7 laptop 8 x 2.2 GHz the method proposed by [35] achieved 730 ms.
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using an i7 laptop 8 x 2.4 GHz. Figure [] present examples of predicted masks. Each row corresponds
to a different scene. First column shows the corresponding image. Second column presents the ground
truth. Last column shows the predictions.

Table 3: Accuracy scores and runtime for 4 semantic classes of NYU-v2 dataset. Best values in bold.

Accuracy (%) .
Model Ground | Struct | Furnit. | Props | Balanced Runtime(ms)
3-D Entangled Forests [35] 98.800 | 87.900 | 73.900 | 40.400 75.025 730.000
Proposed CNN 93.301 76.489 | 60.264 | 23.312 63.345 149.037

Table [] shows scores achieved by the proposed CNN in the detection of ground class against the other
ones. We also evaluated the method proposed by [I7] for ground segmentation. This method proposes
looking for floor regions only in a proposed region. Limits of such region are related to floor height. In
the same way, we decide to look for only in regions below -1.109 m. We selected this value because the
mean floor height of training scenes is -1.309 m. Then we provide a threshold of 0.2 m. Regarding the
processing time, the proposed CNN achieved 84.048 ms. per point cloud running on an i7 laptop 8 x 2.2
GHz while the method proposed by [I7] achieved 103.335 ms. running on the same device.

Table 4: Accuracy scores and runtime for 2 semantic classes of NYU-v2 dataset. Best values in bold.

Accuracy (%) .
Model Ground | Others | Balanced Runtime(ms)
RANSAC-based model [17] 88.916 96.289 92.578 103.335
Proposed CNN 92.685 | 96.806 94.751 84.048

4.3 Traversable region detection

Floor segmentation was performed in lower fifth section of points clouds. The safe distance was set at
0.8 m. because of the average stride of a human is 0.780 m. [4]. The minimum floor region width was set
at 32 in. (~ 0.8128 m.) since it is the minimum width for a door threshold according to [I0]. Figure
shows examples of closest-to-user traversable area detection. Each row corresponds to a different scene.
First column shows the RGB image. Second column presents the ground truth in green. Last column
shows the segmented closest-to-user traversable region in green.

To measure execution time of our approach, all 1449 samples of NYU-v2 dataset were processed.
The resulting average time was 43.789 ms. running on an i7 laptop 8 x 2.2 GHz and 83.708 ms. on a
Raspberry Pi 4 Model B. Note that some instructions of the algorithm depend on whether the floor mask
found is empty or not. For this reason, the average time measured in a different dataset may vary.

5 Conclusions

Regarding the detection of ground class in NYU-v2 dataset with the proposed CNN, we observed a
dependency between the class accuracy of scenes and their mean floor height. Figure [f] presents the mean
floor height and ground class accuracy corresponding to scenes of Figure[dl A red dashed line represents
the mean floor height of training scenes, which corresponds to -1.309 m. Scenes with mean floor height
closer to this line have higher ground class accuracy.

Although our network could not improve the accuracy scores obtained by Wolf et al. [35] in NYU-
v2 dataset, we were able to reduce the processing time. While the difference in accuracy between the
2 models is 5.499%, our model works 4.898 times faster. We also compared a RANSAC-based model
designed for ground segmentation, which has less parameters than our CNN. This model obtained less
accuracy and demanded more processing time. We conclude that our CNN has better balance between
accuracy and computational cost than other available solutions.

Different from related works, our approach looks for floor regions only in the lower section of the
point cloud. As shown in Figure [5] we were able to retrieve the closest-to-user traversable area. At the
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Figure 4: Examples of predicted masks. Each row corresponds to a different scene. First column shows
the RGB image. Second column presents the ground truth. Last column shows the predictions. Ground
= green, structure = yellow, furniture = red, props = cyan.

same time, we managed to reduce the processing time of this task. For example, [I7] reports 357.680
ms running on a Raspberry Pi 4 Model B while our approach achieved 83.708 ms running on the same
hardware. Similarly, [9] reports 50.000 ms running on a i7 2.2 GHz. while our approach achieved 43.789
ms running on the same hardware. Also, the processing time of our approach allows it to be part of an
ETA system since young adults take 387.096 ms. to perform 1 step [4]. This means that our approach
can process 8 scenes on the i7 8 x 2.2 GHz. and 4 scenes on the Raspberry PI Model B before the user
changes position.

In the future, we will work in improving the accuracy and proccessing of the proposed CNN. Also, we
plan to extend the usability of our approach to other datasets.
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A Results achieved by different configurations of the proposed

CNN.
Input shape | Filters | Neurons Accuracy

Ground | Struct Furnit. Props Balanced
(8, 8, 3) 16 16 | 0.924805 | 0.752441 0.630859 | 0.221558 0.632324
(8, 8, 3) 16 32 | 0.923828 0.75 | 0.628418 | 0.222168 0.630859
(8, 8, 3) 16 64 | 0.924316 | 0.746582 | 0.637207 | 0.222168 0.632812
(8, 8, 3) 32 16 | 0.921875 | 0.746582 | 0.634277 | 0.225708 0.632324
(8, 8, 3) 32 32 | 0.921387 | 0.750488 | 0.633301 0.221802 0.631836
(8, 8, 3) 32 64 | 0.919434 | 0.749512 | 0.637695 | 0.217773 0.630859
(8, 8, 3) 64 16 0.92041 0.749023 | 0.638184 | 0.217529 0.631348
(8, 8, 3) 64 32 | 0.921387 | 0.750488 | 0.636719 | 0.216187 0.631348
(8, 8, 3) 64 64 | 0.920898 | 0.753418 | 0.637695 | 0.211548 0.630859
(16, 16, 3) 16 16 | 0.928711 0.761719 | 0.571777 | 0.288574 0.637695
(16, 16, 3) 16 32 | 0.932617 | 0.750977 | 0.576172 | 0.294678 | 0.638672
(16, 16, 3) 16 64 | 0.935059 | 0.752441 0.587402 | 0.277832 0.638184
(16, 16, 3) 32 16 | 0.920898 | 0.747559 | 0.609375 | 0.270996 0.637207
(16, 16, 3) 32 32 0.90918 | 0.760254 | 0.629395 | 0.227173 0.631348
(16, 16, 3) 32 64 | 0.914551 0.74707 | 0.628906 | 0.254395 0.63623
(16, 16, 3) 64 16 | 0.921387 | 0.737305 | 0.620605 | 0.273682 0.638184
(16, 16, 3) 64 32 | 0.919922 | 0.750977 | 0.635742 | 0.233765 0.635254
(16, 16, 3) 64 64 | 0.918457 | 0.754883 | 0.643555 | 0.217651 0.633789
(32, 32, 3) 16 16 | 0.911621 | 0.833984 | 0.500977 | 0.170288 0.604004
(32, 32, 3) 16 32 | 0.913574 | 0.802734 0.59375 | 0.105347 0.604004
(32, 32, 3) 16 64 | 0.904297 | 0.797363 | 0.587891 0.15332 0.61084
(32, 32, 3) 32 16 | 0.908203 | 0.800293 | 0.569824 | 0.161865 0.609863
(32, 32, 3) 32 32 0.90625 0.79541 0.562012 | 0.189209 0.613281
(32, 32, 3) 32 64 | 0.908203 | 0.792969 | 0.578125 | 0.174683 0.613281
(32, 32, 3) 64 16 | 0.910156 | 0.796875 | 0.570801 0.174316 0.613281
(32, 32, 3) 64 32 | 0.911133 | 0.793457 | 0.583008 | 0.163818 0.612793
(32, 32, 3) 64 64 | 0.911133 | 0.791504 | 0.592285 | 0.157349 0.613281
(64, 64, 3) 16 16 | 0.897461 0.750488 | 0.508301 0.215454 0.592773
(64, 64, 3) 16 32 | 0.894043 | 0.765625 | 0.519043 0.19751 0.594238
(64, 64, 3) 16 64 | 0.887695 | 0.761719 | 0.521484 | 0.206299 0.594238
(64, 64, 3) 32 16 | 0.890625 | 0.759766 | 0.533203 | 0.194458 0.594727
(64, 64, 3) 32 32 | 0.888184 | 0.763184 0.53418 | 0.191772 0.594238
(64, 64, 3) 32 64 | 0.890137 | 0.762695 | 0.538574 | 0.182739 0.59375
(64, 64, 3) 64 16 | 0.890625 | 0.753906 0.52832 | 0.200562 0.593262
(64, 64, 3) 64 32| 0.888184 | 0.759277 | 0.536133 | 0.179321 0.59082
(64, 64, 3) 64 64 | 0.885254 | 0.746094 | 0.539551 0.190552 0.590332
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B Results achieved by model 16-16-64 using different values of
batch size and learning rate.

. . Accurac
Batch size | Learning rate Ground | Struct Furnit. . Props Balanced
32 0.001 | 0.939453 | 0.751953 0.603027 | 0.277588 | 0.643066
32 0.0001 0.929199 0.705566 0.580078 | 0.307373 0.630371
64 0.001 0.922852 0.727051 | 0.603516 0.258789 0.62793
64 0.0001 0.928223 0.708008 0.603516 | 0.269531 0.627441
128 0.001 0.928711 0.720703 0.595215 0.268311 0.628418
128 0.0001 0.931152 0.703613 0.591309 | 0.282715 0.626953
256 0.001 0.929199 0.713379 0.591309 | 0.270264 0.625977
256 0.0001 0.931152 0.700195 0.586914 | 0.283203 0.625488
512 0.001 0.931152 0.704102 0.592773 | 0.280518 0.626953
512 0.0001 0.932617 | 0.693848 0.589355 0.289307 0.626465
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