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Abstract Automated or semiautomated computer programs that imitate humans and/or human behavior in online 

social networks are known as social bots. Users can be attacked by social bots to achieve several hidden aims, 

such as spreading information or influencing targets. While researchers develop a variety of methods to detect 

social media bot accounts, attackers adapt their bots to avoid detection. This field necessitates ongoing growth, 

particularly in the areas of feature selection and extraction. This research aims at providing an overview of bot 

attacks on Twitter, shedding light on issues in feature extraction and selection that have a significant impact on the 

accuracy of bot detection algorithms, and highlighting the weaknesses in training time and dimensionality 

reduction. To the best of our knowledge, this study is the first systematic literature review based on a preset search 

strategy that encompasses literature published between 2018 and 2021 which are concerned with Twitter features 

(attributes). The key findings of this research are threefold. First, the paper provides an improved taxonomy of 

feature extraction and selection approaches. Second, it includes a comprehensive overview of approaches for 

detecting bots in the Twitter platform, particularly machine learning techniques. The percentage was calculated 

using the proposed taxonomy, with metadata, tweet text, and merging (meta and tweet text) accounting for 37%, 

31%, and 32%, respectively. Third, some gaps are also highlighted for further research. The first is that public 

datasets are not precise or suitable in size. Second, the use of integrated systems and real-time detection is 

uncommon. Third, detecting each bots category identified separately is needed, rather than detecting all categories 

of bots using one generic model and the same features' values. Finally, extracting influential features that assist 

machine learning algorithms in detecting Twitter bots with high accuracy is critical, especially if the type of bot is 

pre-determined. 
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1 Introduction  
In society, there has always been misinformation. Nowadays, technological advancements and the proliferation of 

social networks, phony newspapers, and blogs have exacerbated the problem by making it easier for malicious 

news to propagate quickly. This fact makes it easier to use disinformation as a vector of attack against large 

communities. As a result, procedures for detecting the appearance of this type of news and mitigating its impact 
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have been developed. As the Internet has progressed, social media has emerged as one of the primary avenues of dis 

seminating personal, political, and other information[1]. 

Social media sites such as Twitter have been gradually evolved to be the most interesting platforms for express-

ing users' ideas and opinions on a variety of topics. Many businesses are drawn to this data, particularly to study peo-

ple’s thoughts and opinions on a variety of topics such as political events, social events, movies, songs, product re-

views, and so on.  While legitimate uses for social media exist, many influence seekers and harmful groups utilize it 

further to their hidden objectives. People and businesses need to establish an impact on societal media to take ad-

vantage of its potential, which is why social media bots (SMBs) were created. SMBs are computer algorithms that 

create content and engage with users on social media platforms[2]. 

Bots are responsible for a sizable portion of online activity. According to Twitter, bots account for approxi-

mately 8.5% of all Twitter users[3]. According to a study on social bots, 9% to 15% of all English-speaking active 

Twitter users exhibit bot-like behaviors[2]. SMBs have either beneficial, neutral, or harmful intentions[4]. Bots 

that send out earthquake alerts tweets automatically are instances of benign bots, as are chat bots that interact with 

users and carry out their needs[5], whereas news bots automatically disseminate articles from news agencies. Bots 

that post or repost jokes and nonsense are an example of neutral bots[6].  

Malicious bots are the most researched category in social media, in which new types are constantly being 

discovered [7]. Malicious SMBs are typically controlled by a botmaster, who is the human in command of the 

bots and oversees their assault and actions. A variety of malicious bots are spambots that distribute malicious links 

and illegal messages [8]. Cashtag piggybacking bots promote low-value which shares by obtaining the benefit of 

the popularity of elevated items [7], whereas Astroturfing bot creates the appearance of significant assistance for a 

politician or point of view [9]. The Sybils' pseudonymous are examples of user accounts [10]. Moreover, fake 

accounts that share posts consist of encrypted commands for a botnet attack [11]. Paybots generate money by 

stealing content from reputable sources and using it to drive visitors to the site [3]. Social botnets are used in po-

litical disagreements [12]. Furthermore, bots of an organization's penetration act apparently like friends [13]. Fi-

nally, cyberbullying bots entail the deliberate and aggressive use of information and communication technology 

by an individual or group with the intent to harm others [14,15]. 

Therefore, detecting SMBs and secure podium and rightful users against bots is necessary. This initiative is 

further needed in the Twitter platform since most of its members are celebrities, politicians, and important compa-

nies. Besides, the open structure of Twitter has attracted a large number of bots. Detecting bot accounts, whether 

personally or in groups, from their early phases (account creation) or after they merge into social media, is the 

most common protection method in the research community. 

To eliminate the spread of harmful SMBs, researchers used a variety of detection techniques. Machine 

learning algorithms are considered one of the most important methods for bot detection because of their, ease, 

speed of computing time, and ability in handling a large amount of data [16]. The majority of available machine 

learning techniques use supervised learning algorithms, in which the model is trained with labeled data. However, 

instead of assessing user social behavior, these approaches focus on statistical attributes (features), the usefulness 

of the features set, and the training set's efficiency [17]. On the other hand, other algorithms find their way to 

cluster input data using unsupervised machine learning [18]. This approach does not require labeled data to detect 

bots and does not rely on the values of specific features to classify each account, so it is based on what is common 

among groups of accounts because it employs partially labeled data. The other direction is semi-supervised ma-

chine learning, which is between supervised and unsupervised techniques. This method uses a large amount of 

unlabeled data and a small fraction of labeled data to develop classifiers, which can diminish the worth of collect-

ing labeled examples while increasing classification accuracy [19]. Semi-supervised machine learning is an im-

portant topic, although the number of publications that use this method is not broad. 

This article aims at providing a synopsis of a bot that attacks the Twitter platform, focusing on issues in feature 

extraction and selection, and highlighting the weaknesses in training time and dimensionality reduction. The study 

focuses on approaches that extract and select the important features that support machine learning algorithms for 

bots detection. It is believed that this systematic review can help researchers, particularly those who are unfamiliar 

with Twitter bots in obtaining enough background on bot detection. It can also help select the important features 

that have a high impact on bot detection with the ability of SMBs that rapidly evolve, resulting in a modification 

in the values of the distinguished features. Based on this systematic review, the following contributions are drawn: 

1) Proposing a new taxonomy that may lead to the development of novel feature extraction approaches or 

selection strategies. 

2) Including machine learning strategies, where various distribution results, statistics, and the most im-

portant classifiers used are provided. 
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3) Twitter datasets used in previous literature are classified into bots detection, sentiment analysis, and oth-

ers. 

4) Challenges, recommendations, and possible solutions are also provided to ensure that Twitter bots detec-

tion techniques are robust. 

5) The study presents important features used in previous studies for bot detection on the Twitter platform. 

The rest of this work is organized as follows. Section 2 deals with the extraction and selection of Twitter fea-

tures and provides general background about this area. Section 3 determines the methodology of conducting this 

systematic review. Section 4 includes an improved taxonomy as well as a discussion of techniques that fall into 

each category, as well as the key findings of a literature review and evaluation. In section 5, we discuss the com-

mon challenges, motivation, and recommendations for future studies. Section 6 shows Twitter datasets labeled by 

usage that help to understand the demeanor of Twitter bots in comparison to human demeanor. Section 7 discusses 

the method's effectiveness in bot detection and explained the most used machine learning techniques. Section 8 

discusses the Measures of Performance used to evaluate social bot detection. Section 9 highlights common fea-

tures that are used and provides a description of the vital features' categories that were used in previous literature 

for bot detection. Section 10 discusses the current challenges and gaps in features selection, extraction, and Twit-

ter bots detection. Section 11 concludes some remarks and suggests future research topics. 

2 Features eextraction and selection on Twitter 

Twitter is one of the most popular social media sites in the world and this, in turn, leads to recommending a wide 

variety of efficient feature selection algorithms that can successfully reduce the original data into a 

low-dimensional space. As such, when attempting to differentiate bot accounts from actual human accounts on 

Twitter, the questions are: What distinguishes a bot account from a human account, and how are they different? 

One feature is used by some researchers to recognize bot accounts such as screen names to identify bot accounts 

[20] and posts' locations [21]. However, because overcoming one vulnerability is not an insurmountable effort, 

bot-masters can easily design bots that can resist detection by such models. Many researchers relied on a prede-

fined list of attributes along with a labeled set of accounts provided to the computer to tackle this problem. The 

machine’s job is to determine thresholds for feature values that aid in determining whether an account is a bot or 

not as well as estimating an account’s botnets. This is the most common scenario for supervised machine learning 

approaches. Unsupervised machine learning uses exploited properties as comparison criteria. It computes the de-

gree of similarity between a group of social media users by values of a set of predetermined parameters. The ma-

jority of the exploited features may be grouped into four primary categories, namely user profile information, post 

content, posting behavior, and network structure. 

Choosing features to recognize SMBs is important, especially when it comes to machine learning methods. 

The fast-evolving abilities of SMBs, which cause changes in the values of the distinguished features and failure to 

identify them, is one of the primary issues in this research area. Thus, identifying robust traits is a hot topic. The 

question is how many characteristics subsets should be picked to aid machine learning algorithms in detecting 

hostile bots on Twitter. High-dimensional data has been extended in various domains, including social media. The 

presence of high dimensional data has several drawbacks such as computational cost, overfitting, and poor overall 

performance [22]. Filtering away unnecessary and redundant features can help reduce overfitting, save computa-

tion time, and improve type correctness. 

3 Research methodology 

This study was designed based on the guidelines of preferred reporting items for systematic reviews and me-

ta-analyses, as shown in Fig. 1. It is recommended to avoid depending on searching a single database for the liter-

ature because no single database contains all relevant references [23]. Previous research [24–26] advises that to 

cover the bulk of publications, a complete systematic evaluation should be undertaken on many databases. Here, 

four major digital databases have been chosen and searched to improve the chances of obtaining the best search 

results, namely (1) Science Direct (SD), which offers access to a variety of journals from various scientific do-

mains; (2) IEEE Xplore digital library, which offers various engineering- and technology-related publications; (3) 

Taylor & Francis, which offers access to various articles from various domains; and (4) Google Scholar (GS), 

which offers a simple way to search for scholarly literature. 

3.1 Inclusion criteria 

Inclusion criteria are generally based on various approaches for identifying relevant material for a review study, 
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such as searching databases and search engines like Google, study design, and date [27].  The inclusion criteria 

for the chosen topic are as follows: 

1) Survey papers on techniques of feature selection, feature extraction, and bots detection. 

2) Papers with experimental consequences. 

3) Papers written in the English language and submitted to journals or conferences. 

4) Papers that include studies in the area of bots detection on the Twitter platform, and some papers in the pub-

lic social platforms for its so importance in features selection or extraction methods. 

5) The publication date is from 2018 to 2021. 

The generally agreed preferred reporting items for systematic review and meta-analysis criteria must be adopted 

by any SLR. (PRISMA) [27]. The PRISMA flow diagram template is depicted in figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 1 PRISMA flow diagram of studies’ screening and selection. 

 

3.2 Exclusion Criteria  

The key criteria this research adopts to exclude irrelevant studies are: 

1) Excluding research that offers a detection system or technology, but not for social media bots or any subtype 

thereof. 

2) Excluding articles with no explicit publication information. 

3) Excluding studies that focused just on the bot detection algorithms, but not on features selection or extrac-

tion. 

4) Excluding papers that are not on Twitter. 

3.3 Search strategy 

Based on the study's aims and research questions, the following search methodologies were used. There are three 

steps to the search, namely term-based search, crawling-based search, and applying inclusion/exclusion criteria. 
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Under a term-based search, the search terms are ("All Metadata":twitter), ("All Metadata":feature selection), ("All 

Metadata":feature extraction), and ("All Metadata":bots). Through a crawling-based search, the literature re-

viewed was searched based on past research in this area. Finally, inclusion/exclusion criteria are used to ensure 

that the survey only includes relative works. 

Subsequently, all records are accrued into one Endnote library so that duplicates are deleted. All references 

that have (1) the equal name and writer, and are published within the identical year and (2) the equal name and 

writer, and published within the identical journal, are deleted. A final set of references was exported to an excel 

document with vital information for screening. This includes the authors’ names, publication year, journal or con-

ference name, DOI, URL link, and summary. 

4 Results 

About 550 papers from the four databases were retrieved in the initial research selection phase. Following the 

conclusion of the duplicate screening, a total of twenty-two papers were deleted, leaving 528 publications. The 

title and abstract scanning were done in the second round of screening, yielding a total of 206 articles. The next 

step was reading the entire articles. Based on our criteria, 51 articles were reviewed and determined to be relevant 

to the study, with 37 articles relevant in the Twitter dataset (see Fig. 2). Hence, the goal similarity of selected arti-

cles was used to categorize them. 

1) Metadata features are the first significant category with (n = 26) articles in which two subcategories were 

determined. 

2) Under the second major category, tweet text features with a total of (n = 22) articles were provided which in-

cludes five sub-categories.  

3) The metadata contains two subcategories. These articles were classified and put into a coherent taxonomy 

based on the observed pattern (see figure 2). 

4) Fifteen articles were not included in the analysis of figure 2 because they are not about Twitter datasets. 

A total of 37 studies are related to Twitter, but the classification in Fig 2 shows that more than 37 studies exist 

because some studies are shared by more than one category according to the method used. 
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Figure 2. A proposed Taxonomy of feature selection and extraction methods 

4.1 Metadata 

Twitter metadata explains several events linked to a tweet, such as the time and the location where it was sent. 

Several metadata-related aspects that are often employed in Twitter-based apps are discussed. The metadata cate-

gory includes a total of (n = 26/37) articles. Fig 2 shows Twitter’s metadata characteristics as well as feature se-

lection and extraction. The following summary divides current research on Twitter's metadata features into three 

categories. 

4.1.1 The Features Extraction (FE) category 

Feature extraction (FE) is a technique for reducing dimensionality and improving learning accuracy. It includes 

two types of algorithms namely, linear and nonlinear techniques. However, the ideal feature extraction-based di-

mensionality reduction methods are principal component analysis (PCA) [28,29], statistic methods [11,30,31], 

linear discriminant analysis (LDA) [32], and manually [18,19]. Here, seven out of twenty-six articles that include 

four parameters are discussed. 

Detecting fraudulent accounts in online social networks and creating a model that can precisely describe fake 

profiles was performed using supervised machine learning techniques and an improved Support Vector Machine 

(SVM) [28]. The developed method yielded 90% of accuracy in comparison to the Support Vector Machine and 

Nave Bayes (NB) which achieved 77.4% and 77.3% respectively. A constructed robust features' set was used to 

detect Twitter spammers in a mix of linear regression and PCA [29]. The performance of the newly constructed 

features' set revealed an increase in the detection rate and accuracy as well as a low false-positive rate. 
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A multi-objective hybrid strategy was utilized to discover the most effective feature set for detecting fake 

accounts on Twitter [11]. Other features were extracted using the typical statistical criteria (entropy and standard 

deviation). Experiments on two Twitter datasets showed that the proposed approach can reach an accuracy of 

98%, 97.6%, and 98% for the random forest, nave Bayes, and SVM techniques respectively. In another research 

study [30], an ensemble-learning-based approach was conducted to verify the trustworthiness of a large number of 

tweets by analyzing a huge collection of tweets, particularly for COVID-19-related information. The proposed 

method divided the data into two categories, namely credible and noncredible. Tweet credibility classifications are 

based on a variety of factors, including tweet- and user-level features that combine 26 hand-crafted and generic 

features such as following rate (i.e., followings or account age +1). Several tests were carried out on the labeled 

and collected dataset. The results showed that the suggested framework was quite good at recognizing credible 

and noncredible tweets that contain COVID-19 information. In [31], whatever approach was used to propagate 

false news is ineffective if no one was prepared to believe it. The study analyzed Twitter online accounts with a 

high number of bots among their friends and called credulous users. Therefore, various characteristics, such as the 

number of tweets, friends, and followers, which can be easily derived from an account’s profile, were statistically 

significant in distinguishing credulous (C) and non-credulous (NC) individuals. Furthermore, this study proved 

that using two statistical tests in C users amplifies bot material more than NC users by evaluating the retweets and 

replies of the accounts. 

4.1.2    Features Selection 

Feature selection is used to minimize the datasets' dimensionality by identifying a subset of features that efficient-

ly define data [33]. The basic goal of feature selection is to create a limited subset of features that accurately cap-

tures the key features of the entire data. Feature selection algorithms are divided into three key categories namely, 

(i) search strategy-based (n=6/19); (ii) relationship with the learning model-based (n=10/19); and (iii) manu-

al-based (n=3/19) approaches.  

4.1.2.1 Manual Feature Selection 

Identifying and characterizing the features that are significant for a specific situation, as well as providing a 

method to pick those characteristics, are all part of manual feature selection. In many cases, having a thorough 

understanding of the backdrop or domain can assist in making educated decisions about which characteristics are 

useful. 

Three studies used the feature selection manually [18,19], whereas another study [34] proposes that one-class 

classification can be used to improve Twitter bot detection because it enables the detection of new bot accounts 

while just requiring samples of legitimate accounts. To define the accounts and distinguish between bots and hu-

mans, one-class classifiers have the advantage of not requiring examples of aberrant behavior, which in this case 

is the behavior of bot accounts. The experiments of this approach revealed that various forms of bots can be relia-

bly detected with a performance above 0.89 as assessed by using Area Under the Curve (AUC) score as a criterion 

without having any prior knowledge about them. The features include a mix of text, nominal, and numeric data. 

However, the one-class classifiers were chosen only to deal with numeric data. 

4.1.2.2 Search Strategy 

The selection of candidate feature subsets in many feature selection algorithms is relying on a search method. 

Feature selection methods are split into three categories in terms of search strategy namely, complete, randomized, 

and heuristic search. The complete search involves scouring the whole search space for the best subset of features. 

Therefore, it is nearly difficult to find the best subset of features in a high-dimensional dataset in a reasonable 

amount of time. Randomized search methods explore a limited space from the total state space, whereas the size 

of the subspace depends on the stopping criterion such as the maximum number of iterations. In [35], Genetic 

Algorithm (GA) and Wrapper Approaches (WA) were integrated to design the proposed method (GAWA) for the 

best feature selection. It is built on two wrapper techniques for prime feature selection and a changed fitness value 

for feature minimization in the Genetic algorithm. The wrapping techniques allowed the extraction of 8,243 

premier feature sets from Twitter data, which were then pruned by the Genetic algorithm to 3,137 Ideal features.  

Each iteration of feature selection algorithms based on heuristic search adds or subtracts one feature from the 

selected feature set. As a result, their computational cost is substantially lower than that of comprehensive search 

methods. Many heuristic search algorithms have been developed. In recent years, swarm intelligence-based 

methods such as the binary grey wolf (BGW), binary moth flame (BMF) [36], particle swarm optimization (PSO), 
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ant colony optimization (ACO), cuckoo search (CS) [37,38], and genetic algorithm for feature reductions have 

received increased attention [35]. The global search capability of meta-heuristic search methods is very useful, 

especially in high-dimensional data [39]. The algorithms can be readily tweaked to fit the task at hand. The major 

feature of meta-heuristic algorithms is their extraordinary ability to avoid algorithms from converging premature-

ly. Given the stochastic nature of algorithms, the techniques operate as a black box, avoiding local optima as well 

as efficiently and effectively exploring the search space. The algorithms make a balance between exploration and 

exploitation. Where the algorithms completely study the promising search space in the exploration phase, the ex-

ploitation phase for the local search of promising area/s is discovered in the exploration phase [40]. 

4.1.2.3 relationship with the learning model-based 

Feature selection is also known as variable selection, attribute selection, or variable subset selection in machine 

learning and statistics [41]. It refers to the process of selecting a subset of relevant features (variables and predic-

tors) for use in model construction. Feature selection methods are divided into four types namely, wrapper, filter, 

hybrid, and embedded. Wholly irrelevant and noisy features, weakly relevant and redundant features, weakly rel-

evant and non-redundant features, and strongly relevant features are the four categories of features that can be 

found in an original set. 

 Wrapper methods use the performance of a classifier as an evaluation criterion on the selected feature set 

[35,38,42,43]. Wrapper wraps feature selection around the learning algorithm and uses performance accuracy or 

classification process error rate as a feature assessment criterion. It also chooses the best discriminative collection 

of features by lowering the estimation error of a certain classifier. Hence, it can achieve better performance and 

high accuracy in comparison to the filter algorithm.  

 Before the learning tasks, the filter method checks the features based on intrinsic qualities and primarily as-

sesses feature properties using four types of measurement criteria namely, information, dependency, consistency, 

and distance [43–45]. The feature selection procedure is performed independently in the filter method. Further-

more, this technique outperforms the wrapper technique in terms of performance and efficiency as it is scalable in 

high-dimensional datasets. The main disadvantage of this strategy is ignoring the relationship between the selected 

subset and the induction algorithm's performance. 

 Hybrid and ensemble methods [11,45] can be developed either by integrating two various methods (e.g., 

wrapper and filter), two methods with the same criteria or two feature selection approaches. The advantages of 

both strategies can be inherited in the hybrid method by combining their complementary capabilities [46]. The 

most popular hybrid method is a combination of filter and wrapper methods [43]. 

 The embedded method is a built-in feature selection mechanism that embeds feature selection in the learning 

process and leverages its properties to guide feature evaluation. In [29], a combination of binomial linear regres-

sion and PCA was achieved. In terms of computation, the embedded technique outperforms the wrapper method. 

This is because the embedded technique eliminates the need to run the classifier many times and examine each 

feature subset.  

4.2  Tweet text 

Recently, a lot of attention has been paid to research on tweet text. Dealing with unstructured data makes extract-

ing features from text a challenging process. However, Natural Language Processing (NLP), Latent Dirichlet Al-

location (LDA), Term Frequency-Inverse Document Frequency (TF-IDF), and information extraction (IE) tech-

niques are used to evaluate a large number of texts to gather the features of comments posted by various Twitter 

users. 

4.2.1   Natural Language Processing (NLP) 

Natural Language Processing (NLP) refers to the ability of a computer program to understand human language as 

spoken and written, which is referred to as natural language. In our proposed taxonomy, (n=6/22) methods depend 

on NLP [35,47–51]. In [47], chi-square was used in conjunction with NLP to obtain high efficiency and accuracy. 

In [50], the unigram, bigram, and n-gram were combined with POS tags, such as adjectives, adverbs, verbs, and 

nouns with NLP. The accuracy of NB was 86, SVM was 74.6, and the maximum entropy was 82.6. NB had the 

highest accuracy and could be considered the baseline learning approach, while the maximum entropy methods 

can be quite useful in specific instances. For feature extraction, NB and NLP were used in [48]. The accuracy of 

NB was 63.50% which is lower than that of NLP (72.28%). The processing performance of NB was approximate-
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ly 5.4 times higher than that of the NLP technique. Word embedding was used to encode tweets in [51]. On Twit-

ter, a pre-trained GloVe word vectors dataset was used and built on two billion tweets, 27 billion tokens, and a 1.2 

million-word lexicon, which includes the Stanford CoreNLP toolkit for tokenization and sentence splitting. Ex-

periments on the Cresci-2017 dataset demonstrate that the approach can compete with state-of-the-art bot detec-

tion systems such as test-1 (Mathews correlation coefficient (MCC) = 0.920, F-measure=0.963, accuracy=0.961, 

recall=0.976, and precision=0.940) using NLP approaches and the extraction of opinion terms in [49]. If this is 

compared with a strategy that only uses semantic similarity without fuzzy logic, it can be concluded that this ap-

proach enhances the percentage of classification rate (from 74% to 86%) and decreases the mistake rate (from 

26% to 14%). In [35], feature reductions are achieved by combining text preprocessing and relationship between 

the Genetic Algorithm(GA) and Wrapper Approaches (WA) techniques to design the proposed method (GAWA). 

The best accuracy was observed with GAWA and the classifier NB with the genetic method (92 %). In [52], two 

methods for detecting bots are presented, both rely on Natural Language Processing (NLP) to distinguish regular 

users from bots. A feature extraction technique is proposed in the first method for detecting accounts that send 

automated messages. A deep learning architecture is proposed in the second method to determine if tweets were 

posted by real users or generated by bots. The accuracy with ANOVA F-Value and SVM classifier is 0.9898. 

4.2.2  Term Frequency Inverse Document Frequency (TF-IDF)  

Term Frequency Inverse Document Frequency (TF-IDF) is a technique to quantify a word in documents, where 

the weight of each word is computed, which signifies the importance of the word in the document and corpus. 

This method is a widely used technique in information retrieval and text mining. The (n=5/22) methods relied on 

TF-IDF [36,53–56]. In [36], TF-IDF is used in feature extraction. BGW and BMF are implemented for feature 

selection. On the SemEval 2016 benchmark dataset, SVM with binary grey wolf optimizer achieves the maximum 

accuracy of 76.5 %. In [56], a formula was proposed to analyze harmoniously two heterogeneous data sources 

together by (1) fusing a decimal TF-IDF value with an integer value of the number of related articles and (2) 

considering the impact of related articles in the time domain. The F-measure, precision, and recall of the 

experimental results were on average at 0.711, 0.711, and 0.883, respectively. In [54], topic models (TM) use 

latent semantic indexing (LSI) to create a term-document matrix (TDM) and using TF- IDF for weighting schema 

to assign weights and LDA to identify topics based on the text of each tweet and take advantage of neighborhood 

overlap NOV. Feature augmentation was achieved using clusters with strongly connected nodes. This approach 

yields a 0.92 F-measure in comparison to 0.80 and 0.84 when using the word embedding (WEM) approach [57]. 

Even before the data reduction step, this approach yields better results with 0.87 for F-measure. In [55], features 

were extracted using bigram, unigram, and trigram and were weighted by their TF-IDF. The accuracy was 92% 

and 95% of recall to detect offensive language with NB and 90% of accuracy and 92% of recall with linear SVM. 

In [53], for feature extraction, the TF-IDF word level was used alongside with N-gram on the SS-Tweet dataset of 

sentiment analysis. The experiment shows that the logistic regression was the best algorithm for sentiment 

analysis and both feature extraction techniques are good enough. 

4.2.3  Lexical and N-gram 

In probability and statistical natural language processing, N-gram models are commonly utilized. Simpleness and 

scalability are two advantages of n-gram models and with a bigger n, a model can contain more context with a 

well-understood space-time tradeoff, allowing modest experiments to scale up efficiently. The two types of words 

are lexical and non-lexical. Lexical words are those that have independent meaning such as a noun (N), verb (V), 

adjective (A), adverb (Adv), or preposition (P). The (n=7/22) methods depended on lexical and N-gram 

[17,50,53,58–61]. In [59], for feature extraction, the unigram technique was used, whereas, for features selection, 

information gain (IG) and Pearson’s correlation (PC) were adopted. Performance of the classifiers in terms of 

AUC (F-measure) using tenfold cross-validation is a class association and attribute relevancy based imputation 

algorithm (CAARIA) with NB (0.72=0.7), and CAARIA with SVM (0.7=0.7) average for three datasets. In [58], 

the N-Grams technique was used for features extraction. On the other side, wrapper methods, Top-k, and 

chi-square test as the parameter for scoring function, forward selection, and backward elimination techniques were 

used for features selection. The best classification accuracy of the top-k feature selection method was obtained for 

all bigram features which was 0.77 when classified with logistic regression classifier. In [60], unigrams, bigrams, 

and parts of speech (POS) were used. The study used tweets with emoticons for distant supervised learning. The 

maximum entropy (MaxEnt) with both unigrams and bigrams achieved an accuracy of 83% compared with the 
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NB with an accuracy of 82.7%. In [17], an algorithm called LA-based malicious social bot detection (LA-MSBD) 

was proposed that integrates a trust computational model with a set of URL-based features for the detection of 

malicious social bots. The proposed algorithm achieved precisions of 95.37% and 91.77%. In [61], extract 

linguistic features, POS, and n-grams were integrated with stylometric features and features from pre-trained 

lexica were used. Researchers in sociolinguistics derived lexicons of words and phrases that correlate with 

different age groups. The result of the convolutional neural networks (CNN)-based classifier, when compared 

with baseline models, yields an improvement of up to 12.3% for the Dutch dataset, 9.8% for the English1 dataset, 

and 6.6% for the English2 dataset in the micro-averaged F1 score. This study examined the effect of adding 

features incrementally and concluded that the proposed model outperforms the baseline by 12.3%, 9.8%, and 

6.6% for Dutch (27), English1 (46), and English2 (30) datasets, respectively. 

4.2.4  Latent Dirichlet Allocation (LDA) 

LDA is a tool for topic modeling that classifies or categorizes the text in a document and the words per topic using 

Dirichlet distributions and processes. The (n=2/22) methods depended on LDA, [32,54]. This study analyzed peo-

ple’s conversations on Twitter when they mentioned AI in advertising for two years (2018 and 2019). The results 

of the LDA-based topic modeling indicated that Twitter users discussed AI in advertising from eight primary as-

pects, including advertising targeting, social media campaigns, human-AI interaction, trends, marketing tools, 

content creation, business applications, and related techniques. Unsupervised LDA-based and LDA Mallet are 

used because they can provide a better quality of topics than Gensim’s. Gensim (Generate Similar) is a popular 

open-source natural language processing (NLP) library used for unsupervised topic modeling. This study built 

multiple LDA Mallet models with different values of several topics (k). The k value was set from 2 to 20. The 

results indicated that k = 8 generated the highest coherence score (0.5293). 

4.2.5  Bag of Word (BOW) 

The BOW model is a representation of NLP and information retrieval that simplifies things. A text is represented 

as a bag of its words in this approach, which ignores syntax and even word order while maintaining multiplicity. 

BOW is a text representation that describes the frequency with which words appear in a document. The (n=2/22) 

methods of feature extraction for tweet text methods were based on BOW [14,62]. In [14], the study explores 

machine learning approaches using word embeddings such as a distributed bag of words (DBOW),  distributed 

memory means (DMM), and the performance of Word2vec convolutional neural networks (CNNs) to classify 

online hate, Word2Vec is defined as a distributed representation of words in a vector space that is used to aid 

learning algorithms in NLP tasks by grouping similar phrases. The Continuous Bag-of-Words (CBOW) and 

Skip-gram architectures are used by the Word2Vec model to learn word representations. The neural network 

achieved an accuracy of 95.33% for Dataset 1 and an accuracy of 96.38% for Dataset 2. In [62], hyper-partisan 

news was shared from two angles: (1) the features that make hyper-partisan content shareable and (2) the user 

motivations that drive the process. The study looks at one week’s worth of Infowars.com content that was shared 

on Twitter and it was discovered that human interest and conflict in news stories drive the sharing process from a 

content standpoint, using both manual coding news material and semi-automated clustering of Twitter account 

descriptions. The results show in terms of accuracy (>0.8), precision (>0.7), recall (0.8), and F1-score (>0.8). 

4.3 Merging 

Two ways of merging were described here which were grouped based on the analysis of various pieces of 

literature. The category includes a total of (n = 23/37) articles out of all those screened. The first is based on 

merging metadata and tweet text (n=7), while the second is based on extracting tweet text features and selecting 

subset features (n=15), as explained in the next sections. Despite the growth of fusion approaches, the literature 

continues to rely on a single criterion. The existing techniques have a common theme of evaluating features based 

on certain criteria and selecting the highest performing feature subset. 

4.3.1  A combination of Metadata and tweet text 

In the hybrid methods, features from tweet text extracted by NLP methods were merged with Twitter metadata to 

help machine learning techniques for predicting malicious bots with high accuracy. From the reviewed papers, 

seven out of twenty three (n=7/24) relied on such method [11,18,30,43,61,63,64]. In [63], a review was provided 

on various tweet-based bot detection methods that use shallow and deep learning techniques to distinguish human 
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and bot accounts. According to the study, there is no standard set of features that can guarantee good performance. 

However, each study introduced some set of features that were thought to be ideal for the chosen classifier. It 

should be clear that the selection of features is critical, as combining metadata accounts with tweets features may 

lead to high accuracy and performance [65]. The accuracy and computational cost of bot detection are highly de-

pendent on feature selection because poor feature selection can cause high computational cost, high dimensionali-

ty in data, over-fitting, and decay in predictor performance. As a result, for better bot classification and feature 

selection, 59 features were summarized in [18] for building a feature model, including 36 features related to tweet 

text and an additional 8 features related to tweet date and time and Twitter account metadata. In [66], experiments 

were conducted on three different types of new social bot datasets from the real world, using a deep learning 

model that consists of three stages: social bot detection based on tweet combined features, social bot detection 

based on tweet user information temporal features, and features fusing. The proposed model achieved nearly per-

fect detection accuracy (more than 99%). Because social bot identification based on deep learning achieves nearly 

flawless accuracy on diverse datasets, it necessitates a vast number of tweets and integrating more than one da-

taset. 

Another research study [43] characterizes and classifies the features into four categories according to their at-

tributes: user characteristics, microblog characteristics, network structure characteristics, and user interaction 

characteristics. Then, such features were formally expressed and quantified to obtain numerical features. To solve 

the differences between the types and size of the eigenvalues, the maximum and minimum normalization method 

was used to map the values of all features to [0,1] interval, and this, in turn, led to obtaining the complete set of 

features. Experimental results demonstrated that the model had the highest precision and F1 score than NByes, 

logistic regression, random forest, and SVM, while the F1 score reached 0.885. In [64], a multilingual strategy 

was proposed for addressing the bot identification task in Twitter using deep learning (DL) approaches to assist 

end-users in determining the legitimacy of a particular Twitter account. Therefore, a series of experiments were 

carried out using state-of-the-art multilingual language models to generate an encoding of the user account’s 

text-based features, which were then concatenated with the rest of the metadata to create a potential input vector 

on top of a Dense Network called Bot-DenseNet. The result of the bot-dense model in terms of F1-Score=0.77 is 

determined. 

4.3.2  A Combination of features' extraction and selection 

Such methods extract features from tweet text using various natural language processing methods and feature se-

lection methods to select subset features. The main advantages of applying these techniques are reducing the high 

dimensionality and selecting the important features, which can help ML to obtain high accuracy. Fifteen out of 

twenty three of the reviewed papers (n=15/23) depended on the extraction of tweet text features and the selection 

of subset features [8,11,35–38,43,44,47,50,58–61,64,67]. The study of [36] used population-based meta-heuristic 

algorithms, feature extraction using term frequency-inverse document frequency (TFIDF), feature selection using 

binary grey wolf (BGW), and BMF for feature optimization, the highest accuracy of 76.5% is observed for SVM 

with binary grey wolf optimizer on SemEval 2016 benchmark dataset. According to [67], NB has faster training 

data on the airline dataset. In this airline dataset, the SVM linear classifier has the highest classification accuracy. 

The features with higher mutual information (MI) calculation value than other features contain more essential in-

formation. The results revealed that the training data with features selection using complementary information was 

better. The best classifier for both datasets was the linear SVM, where the accuracy was 72.66. In [8], most of the 

theory-based feature selection methods focus on retaining the features that contain more information and remov-

ing features that contain less information. However, this may lead to information loss. Moreover, features that are 

individually less significant may be useful when they are combined with other features. Fuzzy cross-entropy was 

used in [8] with two datasets namely, T1 and T2 to preserve information that is contained in the selected feature 

subset to be equal to the information contained in the full feature set. The accuracy obtained with Random Forest 

was 95.3 for dataset T1 and 90.88 for dataset T2. In [68], deep learning is defined by the automatic feature selec-

tion process in models that implemented a deep architecture. To determine opinion polarity, the impact of earlier 

data refinement in the pre-processing step before using deep learning was examined. This enhancement incorpo-

rated a traditional textual content process as well as a popular feature selection technique. This study showed that 

combining feature selection with a basic preprocessing step to improve data quality can yield good results when 

using Deep Belief Networks. The experiments surpassed the results of the earlier literature with the Deep Belief 

Network application in opinion classifications. The obtained accuracy was 81.7 for movies and 76.0 for books 

[68]. 
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5 Discussion 

This paper examined some of the approaches that have been employed to detect the activities of social bots on 

Twitter. A social bot is more deceptive than ever before, and it is difficult to develop systems that can detect bots. 

To make progress in this area, there is a need to consider the main challenges and factors that impact social bot 

detection activities. Understanding such challenges can help address many issues. Therefore, we discuss different 

techniques of features selection and extraction that are used in bot detection, with an explanation of those tech-

niques within each category (see table 1). 

It can be concluded that when solely PCA  is used to extract features [29], essential features may be lost, 

and it is preferred to assign each feature a function score and then select the set of features with the highest score. 

Furthermore, the calculation of the detection rate can be increased by building better machine learning algorithms 

that perform correlation among fresh feature sets and specify more successful variables in the future. 

The study [34] proposes that one-class classification can be used to improve Twitter bot detection depending 

on just requiring samples of legitimate accounts. The problem with this technique is that if the cyborgs (accounts 

that combine bot and human behavior) exhibit similar tendencies to valid accounts, it is a loophole that cyborgs 

can be used to create a new group that is similar to valid accounts that are difficult to detect. 

In feature selection algorithms based on a search method, the best accuracy achieved from GAWA [35] with 

Naive Bayes (NB) and genetic algorithm is 92%. Although a compromise between speed of convergence and op-

timality of the outcome was made via parameter setting, we believe the algorithm still tends to become locked in a 

local optimum. Randomized search-based algorithms have lower computational complexity than complete 

search-based algorithms. 

The literature [36] [37,38] [39] focuses mostly on two goals namely, maximizing accuracy and decreasing 

the number of selected features. In addition, multi-objective feature selection should also consider computing 

time, complexity, stability, and scalability. 

Relationship with the learning model-based such as wrapper methods [35,38,42,43], when compared with the 

filter strategy, has the disadvantages of computational complexity and increased sensitivity to over-fitting. Be-

cause most wrapper approaches are multidimensional, they require long computation periods to reach conver-

gence and can be intractable for large datasets. The embedded technique combines the benefits of both the filter 

and wrapper methods in one package and picks features during the mining algorithm construction. This leads to 

reducing the computational expenses. 

Based on research conducted on Natural Language Processing (NLP) [35,47–51], to extract feelings from 

social networks, we must perform large-scale opinion mining on the data. This, however, could be a difficult op-

eration because social network texts are typically short, full of idioms, with peculiar grammatical structures, and a 

variety of other issues. For this problem, it is recommended to combine metadata features with tweet text features. 

Empirical research shows that the logistic regression algorithm using TF-IDF [36,53–56] to extract features 

without removing stop words was the best algorithm for sentiment analysis where compared with Lexical and 

N-gram, and Bag of Word (BOW). 

In the hybrid methods [11,18,30,43,61,63,64], features from tweet text extracted by NLP methods were 

merged with Twitter metadata to help machine learning techniques predict malicious bots in high accuracy, but 

the main challenge in such methods is the prediction time.

Table 1. Challenges, motivation, and study tips in a nutshell 

Ref Brief description Motivation Challenges Recommendation 

[69] For bot detection, this study uses 

clustering algorithms. The selec-

tion of characteristics in clustering 

is difficult since some features are 

critical for clustering while others 

may obstruct the clustering pro-

cess. This research focuses on the 

characteristics that distinguish bot 

users. 

The motivation is to identify 

bots using feature extraction 

and clustering for an unlabeled 

dataset. 

The major challenge with 

the non-labeled dataset is 

figuring out how to extract 

features that aid in bot 

detection. 

More features must be used, as 

well as the utilization of the 

tweet's sentence, because Feature 

selection is a vital step in unsu-

pervised learning, and it is critical 

to select characteristics that aid in 

the detection process. 
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[38] The study compared different 

feature subset evaluators for 

Twitter sentiment categorization. 

Filter feature selection based on 

Information Gain was computed 

before the application of EC-based 

feature subset selection to lower 

the size of unigram feature space 

and reduce the computing time 

required for the wrapper evalua-

tors. 

Selecting strategies that have 

proven successful in handling 

the feature selection problem 

is motivation. 

Several challenges arise 

while performing senti-

ment analysis on Twitter 

data. High-dimensional 

space is one of the most 

difficult problems to solve.  

Although EC feature selection 

methods achieve higher perfor-

mance, they face several difficul-

ties, the most significant of which 

is the computational cost. There is 

a need to speed up the search 

technique and the evaluation 

measure. 

[8] The Community Inspired Firefly 

Algorithm for Spam Detection 

(CIFAS) is proposed in this paper 

to handle the combination search 

for features with good perfor-

mance utilizing fuzzy 

cross-entropy as the fitness func-

tion. 

Designing a Spam detection 

system that can handle a 

combined search for attributes 

that work well. 

The challenge is to reduce 

the number of features that 

help Spam detection but at 

the same time preserve the 

information without any 

loss. 

Hardcore feature extraction is 

used in the suggested method, 

which necessitates domain 

knowledge. As a result, in this 

Big Data era, the suggested algo-

rithm is constrained by its low 

adaptiveness and high cost. Au-

tomated feature extraction 

methods based on deep learning 

may be able to tackle the prob-

lem. 

[70] A model for the classification of 

suicidal tweets is constructed with 

the goal of suicide prevention by 

detection, motivated by the in-

creasing association between the 

expression of suicidal ideation on 

social media and suicide rates. 

The motivation is to create a 

comprehensive classification 

system that can accurately 

identify suicidal intent, sepa-

rate it from non-suicidal sui-

cide-related communication, 

and prevent suicide. 

The fundamental chal-

lenge is the lack of specific 

feature selection-based 

approaches to train robust 

suicidal ideation classifi-

cation models. 

Because there is no explicit sui-

cide ideation in tweets, as op-

posed to the suicidal rhetoric 

utilized in training, they represent 

a practical challenge. 

[55] The purpose of this study is to 

provide a method for detecting 

inflammatory language in Twitter 

data. For this challenge, two 

strategies were chosen: Linear 

SVM and Naive Bayes, both of 

which are ML algorithms. 

The motivation is to build an 

algorithm that can recognize 

inappropriate language in 

tweets better. 

The challenge in auto-

mated detection of offen-

sive language 

The Linear SVM requires a 

well-balanced input to produce 

effective results. As a result, the 

parameter for this approach is a 

bit tricky, and it is preferable to 

use another technique. 

[59] This research created and tested a 

new algorithm called CAARIA 

(class association and attribute 

relevancy based imputation algo-

rithm) to improve the quality of 

classification for Twitter senti-

ment analysis. 

The goal is to handle a variety 

of sparse matrices problems 

that arise while converting 

input text into some feature 

representation. Dimensionali-

ty reduction can be done 

feature-wise (i.e., feature 

selection) or sample-wise. 

Twitter sentiment analysis 

is a difficult undertaking. 

As a result, one of the most 

difficult issues is to em-

ploy intelligent approach-

es for automatic Twitter 

sentiment analysis. 

Must use other classification 

techniques including deep recur-

rent neural networks to be more 

investigated and further evaluat-

ed, with large datasets of Twitter. 

[67] This study uses a dataset derived 

from a collection of tweets re-

garding US Airlines that already 

contains numerous metadata, 

allowing for a simple feature 

selection experiment. 

Sentiment analysis is required 

to collect sentiment classifica-

tion for the company via 

feature extraction and feature 

selection from the body of 

tweets. 

The most difficult aspect 

of sentiment analysis is 

transforming unstructured 

and organized data before 

applying classification 

methods. 

From start to finish, this research 

examines the incremental Mutual 

Information value. As a result, 

more effective strategies for 

obtaining features with high 

Mutual Information values are 

required. 

[17] To distinguish between genuine 

and malicious tweets, features 

derived from the posted URLs (in 

the tweets) are used to examine 

the malicious behavior of partici-

pants. 

The goal is to create a model 

that can detect dangerous 

social bots with greater accu-

racy and recall. 

Extracting social rela-

tionship-based infor-

mation takes a long time. 

As a result, distinguishing 

malevolent social bots 

from real users on the 

Twitter network is a dif-

ficult challenge. 

Must investigate the among the 

features and their impact on bots 

detection for another dataset. 
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[31] The research provided in this 

study was done specifically to see 

how human-operated accounts 

reacted to bot actions. 

The primary objective is 

automatically to identify 

legitimate online users and 

limit deceptive actions carried 

out by malevolent entities such 

as social bots. 

The challenge is to limit 

deceptive actions carried 

out by malevolent entities 

such as social bots. 

To better detection, analyze the 

nature (real vs. bots) of individu-

als who have begun to be fol-

lowed, stopped being followed, 

and who stay on the followees 

lists for extended periods. 

[47] The purpose of this study is to use 

sentiment analysis methods on 

natural data to investigate the 

effects of social media themes in 

digital money markets. 

The motivation is to determine 

whether or not the use of 

semi-supervised feature selec-

tion methods in sentiment 

analysis helped the classifica-

tion results for the problem 

found in digital money mar-

kets. 

Given the globalization of 

languages, adding new 

terms to the languages we 

use every day can have a 

negative impact on the 

success of machine learn-

ing algorithms. 

The semi-structured approaches 

are likely to be more supervised, 

based on the findings. For a better 

learning rate, we propose at least 

5,000 tagged comments for the 

first system training. 

[61] This research offers a unique 

method for age prediction of 

Twitter users that incorporates 

characteristics extracted from 

hashtags and URLs from tweets. 

The motivation is to leverage 

language-related traits and 

Twitter metadata to categorize 

individuals into age groups. 

The challenge is some 

users modulate their 

communication strategies 

to protect their privacy. 

The issue is that some users adjust 

their communication tactics to 

protect their privacy, we advocate 

using graph theory to identify 

persons who participate in the 

one-on-one chat on a public 

forum. 

[34] This study proposes that one-class 

classification be used to improve 

Twitter bot detection since it 

enables the discovery of unique 

bot accounts while just requiring 

samples of genuine accounts. 

Given that bot types will 

continue to evolve in the 

future, and that bot creators 

will modify behavior to evade 

detection, a new technique for 

automatic bot detection is 

required. 

The challenge is that 

supervised classifiers may 

struggle to detect new 

forms of bots if the be-

haviors observed in the 

training examples are too 

dissimilar. 

The issue with this strategy is that 

if the cyborgs all have similar 

tendencies, it could result in a 

new group of semi-automated 

accounts or a simpler real ac-

count. The proposed method 

could be used to categorize the 

different types of Twitter bots 

that have been found. 

[29] A newly built robust feature set is 

used in this study to detect Twitter 

spammers using a linear statistic 

technique. To detect evasion 

strategies used by Twitter 

spammers, an in-depth analysis of 

features are performed. 

The goal of this study is to 

extract features from our data 

using a hybrid approach that 

combines logistic regression 

with a dimensional reduction 

technique called principal 

component analysis. 

Twitter is facing signifi-

cant challenges as a result 

of spammers who have 

tarnished the website's 

reputation, causing many 

users to abandon it. 

A more thorough examination of 

the various types of spammers, as 

well as their evasion strategies, is 

required by building better ma-

chine learning algorithms. 

[51] This research offers a recurrent 

neural network (RNN) model, 

namely BiLSTM, with word 

embeddings to identify Twitter 

bots from human accounts, and it 

focuses on the categorization of 

human and spambot accounts on 

Twitter. 

The goal is to create a model 

that uses word embeddings to 

detect bots that only use tweets 

and does not require extensive 

feature engineering. 

The challenge in the au-

tomated programs used in 

Twitter is that automation 

is a double-edged sword 

between Twitter legitimate 

bots and malicious bots 

that have been widely 

exploited to spread spam 

or malicious content. 

In this study RNN model uses 

only the contextual content of 

tweets as the input to the mode, It 

is better for more accuracy with a 

multi-feature approach, including 

features on the profile, user be-

havior, friendship networks, and 

the timeline of an account. 

[32] This study analyzed people's 

conversations on Twitter when 

they mentioned AI in advertising 

over two years (2018 and 2019), 

including advertising targeting, 

social media campaigns, hu-

man-AI interaction, trends, mar-

keting tools, and business appli-

cations. 

The motivation is to create a 

study that will be useful for 

academic research on AI 

advertising as well as the 

practical application of AI in 

advertising. 

Understanding people's 

opinions of AI advertising 

is a challenge because it 

still has several con-

straints, such as artificial 

study settings and a small 

number of respondents 

To contextualize the research 

findings, future research should 

seek to determine the existence of 

distinct Twitter user types (e.g., 

business vs. individual tweets). 

[62] This study looks at hyper-partisan 

news sharing from two angles: (1) 

the features that make hy-

per-partisan content shareable, 

and (2) the user motives that drive 

the process. 

The motivation is to uncover 

key aspects of news that drive 

news sharing, as well as to 

comprehend key user motiva-

tions that drive news sharing. 

The major challenge is to 

figure out what makes 

hyper-partisan news more 

or less social media 

shareable.  

This strategy has to be tested on a 

larger number of hyper-partisan 

news outlets over a longer period, 

to generate a more detailed range 

of account clusters. 
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[49] This work provides a hybrid 

technique based on fuzzy logic 

and information retrieval system 

(IRS) concepts with the usage of 

semantic similarity to classify 

tweets into three categories (posi-

tive, negative, and neutral). 

To get better results than a 

typical technique to improve 

the quality of the categoriza-

tion of the tweets, must find 

new approaches and methods 

to enhance the quality of the 

classification of the tweets. 

The challenge is extracting 

opinions, emotions, and 

attitudes from social net-

works’ data such as Fa-

cebook comments or 

tweets. 

Because it is critical for the sys-

tem to retain its relevance and 

value over time, the model must 

be trained on datasets that include 

newer terms. 

[63] To combat tweet-based botnets 

and reliably discriminate between 

human and tweet-based bot ac-

counts, this study focuses on large 

data analytics, particularly shal-

low and deep learning. 

The motivation is at providing 

an overview of different 

tweet-based bot detection 

methods. 

One of the challenges 

faced in evaluating bot 

detection approaches is 

that the ground-truth data 

is insufficient. some chal-

lenges still need further 

investigation. 

To aid in the universal evaluation 

of detection approaches, datasets 

with various sets of social bots 

must be built. 

[71] The goal of this article is to look 

into the consequences of spam, 

particularly in terms of excessive 

participation inequality. In con-

trast to such complex and re-

source-intensive machine learning 

detection methods, this study 

advocate for a method that focuses 

on educational researchers' prac-

ticality. 

The motivation is to investi-

gate the consequences of 

spam, particularly in terms of 

excessive participation ine-

quality. 

The subjective factor in 

classifying spam is a basic 

challenge that hampers 

decisions about whether to 

exclude specific tweets or 

people from a collection. 

Yet, little attention has been made 

to spam's prevalence and effects 

on online educational communi-

ties. Most examples of spam 

removal deal with user-level 

identification, however for some 

studies, identifying spam at the 

tweet level may be more relevant 

or beneficial. 

[44] The usage of a contrast pat-

tern-based classifier for bot de-

tection in Twitter is proposed in 

this paper. 

On the social network Twitter, 

contrast pattern-based classi-

fiers are being used to detect 

bot behavior. 

Bot detection may be used 

to perform more complex 

activities, such as sending 

brand new messages or 

faking human engage-

ment. 

Improving the filtering approach 

to get a smaller number of 

high-quality patterns for bot 

identification. 

[19] This study presents a preliminary 

result based on a sample of Twit-

ter accounts that were later ana-

lyzed using machine learning 

models to determine whether or 

not a Twitter account is a bot using 

SVM and Random Forest. 

Finding the best machine 

learning algorithm for deter-

mining a social bot, as well as 

which features benefit the 

algorithm the most, is the 

motivation. 

One of the issues on social 

media is the usage of 

social bots, which are used 

to persuade a human user 

to believe a bot's opinion. 

To enhance bot detection in larger 

datasets, we used a tweet similar-

ity between each user over time 

and a description similarity be-

tween each user. 

[42] This study shows how to use two 

separate ways to minimize feature 

subset size and enhance classifi-

cation accuracy by combining the 

filter method with wrapper-based 

feature selection methods. 

Creating a feature selection 

strategy to reduce feature set 

size and improve classifier 

accuracy. 

In the field of sentiment 

categorization, the chal-

lenge is how to select a 

suitable feature set. 

Experiments using additional 

evolutionary methodologies, such 

as differential evolution and 

genetic algorithms, should be 

included, and they should be 

applied to diverse sorts of da-

tasets, such as Twitter. 

[15] A supervised machine learning 

strategy for recognizing and 

combating cyberbullying is pro-

posed in this research. To train and 

recognize bullying behaviors, a 

variety of classifiers are utilized. 

The goal of this research is to 

present a supervised machine 

learning strategy for recog-

nizing and combating cyber-

bullying. 

Given the negative effects 

of cyberbullying on vic-

tims, it's critical to identify 

effective ways to detect 

and prevent it. 

To increase the performance, 

more cyberbullying data is re-

quired. As a result, deep learning 

techniques will be appropriate for 

larger data because they have 

been shown to outperform ma-

chine learning algorithms on 

larger datasets. 

[72] This research introduces a new 

rapid hybrid dimension reduction 

approach that combines mul-

ti-strategy feature selection and 

grouped feature extraction. 

The motivation is to combine 

multi-strategy feature selec-

tion and grouped feature 

extraction  

Extrapolate important 

information from large 

amounts of data presents 

us with enormous chal-

lenges. The curse of di-

mensionality, in compari-

son to the challenge of 

data reduction, may be 

more difficult to over-

come. 

We only keep the first principal 

component and discard all other 

components in the grouped PCA 

method, which may inevitably 

result in additional information 

loss, such as adding priority 

weights to different feature 

groups, which may help us pre-

serve more effective information. 
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[14] The study investigates the per-

formance of Word2vec Convolu-

tional Neural Networks (CNNs) 

and machine learning algorithms 

that use word embeddings such as 

DBOW (Distributed Bag of 

Words) and DMM (Distributed 

Memory Mean) to classify online 

hatred. 

Designing a supervised ma-

chine learning strategy for 

automatically detecting and 

preventing new cyberbullying 

incidents. 

Bullies can use social 

media to attack victims 

because they create a rich 

environment for them to 

do so. Given the negative 

effects of cyberbullying on 

victims, it's critical to 

identify effective ways to 

detect and prevent it. 

To increase the performance, 

more cyberbullying data is re-

quired. As a result, deep learning 

techniques will be appropriate for 

larger data because they have 

been shown to outperform ma-

chine learning algorithms on 

larger datasets. 

[58] Using a new dataset of 6903 

tweets taken from Twitter, the 

methodology focuses on 

word-level language detection. 

Various n-gram profiles are in-

vestigated using a variety of 

feature selection strategies across 

a large number of classifiers. 

The motivation is to create 

feature selection algorithms 

for a variety of learning algo-

rithms to investigate the im-

pact of the method as well as 

the number of features on 

language identification per-

formance. 

Language identification 

has become a difficult 

problem as a result of the 

dramatic increase in data 

generated by social media 

platforms such as Twitter, 

where a large number of 

socially connected people 

communicate in an infor-

mal language. 

For language classification, the 

evaluation of a mix of filter and 

wrapper approaches might be 

explored. The filter method can 

be used as a preprocessing step to 

remove features that don't have 

anything to do with the language 

classification model, and then the 

wrapper method can collect the 

best set of features for the learn-

ing model. 

[36] The application of two swarm 

intelligence algorithms, binary 

grey wolf and binary moth flame, 

for feature optimization to im-

prove sentiment classification 

performance accuracy, is demon-

strated in this study. ((The basic 

goal is to identify distinctive 

features that can be used to clas-

sify data into positive, negative, or 

neutral categories, resulting in 

enhanced 

The basic goal is to identify 

distinctive features that may 

be used to classify data into 

positive, negative, or neutral 

categories, resulting in in-

creased sentiment classifica-

tion accuracy. 

A lot of uncertainty is 

generally associated with 

the micro-blog content, 

primarily due to the pres-

ence of noisy, heteroge-

neous, structured, or un-

structured data which may 

be high-dimensional, 

ambiguous, vague, or 

imprecise. This makes 

feature engineering for 

predicting the sentiment 

arduous and challenging 

The study can further be extended 

to analyze the use of other 

bio-inspired and swarm-inspired 

algorithms for improving the 

sentiment classification accuracy. 

The use of different filter meth-

ods that are other than TFIDF can 

be explored to give interesting 

insights into this filter-wrapper 

arrangement for sentiment classi-

fication. 

[28] The goal of this research is to 

address the challenge of detecting 

fake profiles with the suggested 

model (ISVM) by extracting 

appropriate features that can 

accurately distinguish fake and 

real profiles. 

The motivation is to address 

the issue of detecting fraudu-

lent profiles in online social 

networks and to design a 

model that can properly iden-

tify phony profiles. 

The challenge is to address 

the issue of detecting 

fraudulent profiles in 

online social networks 

Using PCA to extract features, 

you'll miss out on vital details. It 

is preferable to assign each fea-

ture a function score and then 

select the set of features with the 

highest score. 

[35] Sentiment analysis or opinion 

mining is the key to natural lan-

guage processing for the extrac-

tion of useful information from the 

text documents of numerous 

sources. A novel method (named 

GAWA) is proposed for the op-

timal feature selection. 

Designing a method for fea-

ture selection to select the 

premier features and reduce 

the size of the premier fea-

tures.  

One of the biggest chal-

lenges in Sentiment anal-

ysis is accuracy regarding 

the massive volume of 

features. 

It is better to examine the pro-

posed algorithm with multiple 

datasets from various sources to 

select the best features with 

various categories of syntactic 

and stylistic features. 

[48] Using the Nave Bayes algorithm 

and natural language processing, 

the study offers a system that can 

extract human sentiment infor-

mation from large amounts of 

unstructured big data from social 

media sites (NLP). 

To extract relevant infor-

mation from large data, a rapid 

processing technique is re-

quired as the volume of pro-

cessing rises. 

Obtaining varied infor-

mation from unstructured 

data makes data pro-

cessing more difficult. 

Because the dataset used in the 

study is unclear, it's best to com-

pare it to other classifiers. The 

author is not only reliant on speed 

but also on the accuracy of the 

outcome. 

[56] This work suggested a method for 

evaluating the credibility of 

Twitter-based event detection that 

can examine both tweets and an 

external trustworthy data source 

harmonically. 

The motivation is a design 

method that evaluates the 

credibility of Twitter-based 

event detection by analyzing 

both tweets and an external 

reliable data source. 

The severe issue is that if 

there is too much bogus 

information in the system, 

it will fail to recognize 

events appropriately. 

This study evaluates the credibil-

ity of the event detection result 

just with the proposed formula 

whereas is better if compared 

with another ML classifier with 

TF-IDF values. 

[37] New clustering techniques based 

on K-means and DENCLUE have 

been developed in this work to 

assess the sentiments of tweets. 

The aim is to create a suitable 

clustering method that pro-

duces an appropriate number 

of clusters in a reasonable 

amount of time. 

One of the important 

challenges is reducing 

exploited information on 

Twitter by using sentiment 

analysis tools. 

It will be also interesting to clus-

ter the sentiments of the tweets 

based on emoticons.  
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[50] Different machine learning tech-

niques for sentiment analysis on 

Twitter, such as Nave Bayes, 

SVM, and the Maximum Entropy 

Method, are reviewed. 

The motivation is to find the 

most accurate machine learn-

ing method for sentiment 

analysis on Twitter. 

The challenge is The 

sentiment analysis of 

Twitter from unstructured 

text to help for detection of 

malicious bots. 

To compare performance meas-

urements, more machine learning 

methodologies are needed in this 

study. It's also a good idea to 

explain the dataset's size, such as 

the number of Tweets, users, and 

so on. 

[11] A multi-objective hybrid strategy 

is utilized in this study to discover 

the most effective feature set for 

detecting bogus accounts on the 

Twitter social network. 

Using a multi-objective hybrid 

feature selection strategy that 

aids feature set selection while 

providing the best classifica-

tion performance. 

The frequency of fake 

accounts or social bots is 

considered one of the 

serious challenges of 

online social networks. 

Applying the features used in this 

study  to check performance for 

detection of fake accounts for 

another dataset 

[64] This paper presents an approach 

for addressing the bot using 

state-of-the-art Multilingual 

Models to generate an encoding of 

the text-based features of the user 

account. The models are then 

concatenated with the rest of the 

metadata to build a potential input 

vector on top of a Dense Network. 

Building robust automatic 

systems to improve the quality 

of experience of consumers by 

reducing their privacy risks as 

well as increasing trustwor-

thiness. 

Generating an encoding of 

the text-based features of 

the user account and con-

catenating with the rest of 

the metadata. 

Comparing the performance for 

work described in this paper with 

the latest Transformers such as 

the GPT-3 and T5. 

[66] Experiments were conducted on 

three different types of new social 

bot data sets from the real world, 

using a deep learning model that 

consists of three stages: social bot 

detection based on tweet com-

bined features, social bot detection 

based on tweet user information 

temporal features, and features 

fusing. 

Better detection of the mali-

cious behavior of increasingly 

complex social bots. 

Use the user tweets and 

information to detect 

social bots in as little time 

as possible while ensuring 

a high detection rate. 

Because social bot identification 

based on deep learning achieves 

nearly flawless accuracy on 

diverse data sets, it necessitates a 

vast number of tweet information 

from the user, it must employ 

more than one dataset, at least 

three large datasets. 

[68] This research proves that com-

bining feature selection with a 

basic preprocessing step, aiming 

to increase data quality, might 

achieve promising results with 

Deep Belief Network implemen-

tation. 

Use Deep Belief Network to 

demonstrate the benefits of 

pre-processing methodologies 

by assessing the impact of data 

refinement, the use of a classic 

text pre-processing, and a 

feature selection methodology 

on polarity classification 

(DBN). 

Providing an analysis of 

the impact of data refine-

ment, the use of a classical 

text pre-processing, and a 

feature selection tech-

nique, exerts on polarity 

classification with the 

Deep Belief Network 

(DBN), this study demon-

strates the bene

ts of pre-processing tech-

niques. 

It is preferable to apply this 

methodology to additional da-

tasets relating to opinion classi-

fication, as well as the prospect of 

investigating a specific Deep 

Learning extension that has 

recently been recommended for 

Sentiment Analysis. 

[52] The first method proposes a fea-

ture extraction methodology for 

detecting accounts that send au-

tomated messages. In a second 

way, a deep learning architecture 

is proposed to assess whether 

tweets were submitted by actual 

users or generated by bots. 

The early detection of bots in 

social media is quite essential. 

More sophisticated tech-

niques need to be ex-

ploited, to mitigate bot 

activity in social media. In 

this framework. 

To improve the performance of 

the deep neural networks used, it 

is preferable to use neural lan-

guage models based on trans-

formers. 

 

6 Twitter datasets labeled by usage 

To investigate and comprehend the behavior of bots in social networks it is necessary to use datasets that include 

both human and bot accounts. Researchers face three challenges when working with datasets. First, obtaining re-

cent public datasets on which to run experiments takes time. This is especially when gathering data with sufficient 

size and containing enriched content. The second issue is creating a trained dataset that is diverse in terms of the 

bot accounts' content. The need for such a dataset is especially important in studies that use machine learning al-

gorithms in detecting bots. Thus, labeling a sample that is well defined in terms of size and content can be chal-

lenging. Many researchers used human annotation of a reasonable training sample to perform this task [11,37,53], 

but this is a slow procedure that does not produce a large number of labeled data. Moreover, experts may incor-

rectly classify bot accounts due to human error or because they can be deceptive. Third, because bots are con-
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stantly evolving, and up-to-date sufficient dataset is even more critical. Thus, researchers were unable to devise a 

method for achieving a stable labeling strategy. Undoubtedly, the lack of an absolute ground truth dataset is a sig-

nificant disadvantage in this field of study. 

The reviewed studies focused on machine learning methods and the datasets that consisted of a combination 

of private and public accounts. Some researchers used publicly available datasets as a ground truth baseline for 

testing their techniques [11,28,34,51,54,62]. In general, most studies used the Twitter API to collect datasets, ex-

cept for [49], which used their API called Twitter4j to collect data. Apache Flume is used to extract and store 

tweets directly in the Hadoop framework. The key information about Twitter datasets used in previous literature 

was summarized in table 2. This can help researchers find a suitable dataset for their future research. 

Table 2. Datasets of social media bots detection, sentiment analysis, and others. 

 
Ref. Dataset Description Labeled 

[43] FU, 2020 Extract data from the Sina Microblog platform (the largest Microblog 

platform in China) 

Factors that affect the 

forwarding of mi-

croblogs 

[58] Ansari, 2020 Tweets Hindi Count (3854) English code mixed (3049) Total (6903) Identification of lan-

guages 

[28] Collected from 

Kaggle. 

Datasets got from Twitter about 37 countries with over one hundred and 

twenty thousand instances dataset with 34 attributes. 

Fake profiles 

[35] ABDUR RA-

SOOL,2020 

Twitter Stream API is deployed with a python-based crawler. As a result, 

received 66,177 tweets in one week. 

Sentiment analysis 

[60] Alec Go, 2009 Tweets were collected using Twitter API, from the period between April 6, 

2009, to June 25, 2009. 

Sentiment analysis 

[11] Cresci et al., 2019 Test Set-1: Genuine accounts + Social Spam Bot, Accounts=1982, 

Tweets=4061598. Test Set 2: Genuine accounts + Social Spam Bot, 

Accounts=928, Tweets=2628181 

Fake accounts 

[50] Mandloi, 2020 Using API, key consumer, key access token, and their secret key. Sentiments analysis 

[37] Hajar Rehioui, 

2019 

Twitter-airline sentiment: collected in February 2015 and classified into 

PO, NE, neutral, and Twitterdataset: November 17, 2014, to Dec 10, 2014, 

and Twitter sentiment Corpus-3. 

Sentiment analysis 

[56] SATO, 2018 Twitter streaming API(Olympic games) Credibility of events 

[30] Mabrook S. 

Al-Rakhami,2020 

Collected data from January 15 to April 15, 2020: Keyword (Covid-19, 

Covid19, Covid_19, Coronavirus, Covid, and Corona, No. of 

Tweets=1,145,802) 

Twitter misinformation 

[53] Dataset Tweet SS The dataset is annotated manually and contains a total of 4242 tweets, 

1037 are negative tweets and +G23+H23 

Sentiment analysis 

[38] Stanford senti-

ment 

A total of 140 datasets 1.6 m tweets with two labels, namely, positive and 

negative.  

Sentiment analysis 

[8] Elakkiya E,2020 T1(Twitter’s Streaming API t with over 600 million tweets, including 

more than 6.5 million spam tweets) 

Spam detection 

[55] Gabriel Araujo 

De Souza, 2019 

Contains 24783 tweets. From these, 1,430 are classified as hate speech, 

19,190 as offensive language, and 4,163 as normal language 

Offensive language 

detection 

[67] Public from 

Kaggle 

Tweets.csv(airline-sentiment, 2015, 1.13MB,14641 x 15) Sentiment analysis 

[17] Rashmi Ranjan 

Rout, 2020 

Two Twitter datasets, The fake Project data set (legitimate users =3474, 

malicious social bots= 1000, legitimate tweets= 8377522, malicious 

tweets=145094), and Social Honeypot dataset (legitimate users =19276, 

malicious social bots= 22223, legitimate tweets= 3259693, malicious 

tweets=2353473). 

Bots 

[47] Firat AKBA, 

2020 

Collected data between 2010 and 2019, for comments, were: “Bitcoin”, 

“Bitcoin Price”, “Bitcoin Forecast”, “BTC”, “BTC/USD”, and 

“BTCUSD”. 

Classify the semantics of 

tweets 

[61] Pandya, 2020 Three existing datasets Dutch (age 0-40, 2150 users), English1 (age 13-40, 

1074 users), English2 (13-25, 1794 users) 

Age prediction 
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[34] Cresci-2017 Consisting of 3,474 human accounts 8.4 million and 1,455 bots 3 million 

tweets. 

Bots 

[29] Murugan, 2018 The dataset contains 17 million users’ tweets with 159 features included Twitter spammers 

[51] Cresci-2017 Consisting of 3,474 human accounts 8.4 million and 1,455 bots 3 million 

tweets. 

Bots 

[32] Collected Twitter 

data using 

Brandwatch. 

A total number of 43,908 tweets were collected on 8/8/2020 and combined 

all the tweets were as one document. This resulted in 16,520 documents. 

AI Twitter conversations 

[62] Magdalena 

Wischnewski, 

2021 

Collected tweets using the Global Database of Events, Language, and 

Tone, and identified 169 Infowars articles during the period of 23 to 29 

September 2019. 

Hyperpartisan news 

sharing behavior 

[54] Publicly datasets 

on the Kaggle 

Data Science 

community 

The first dataset contains about 17k tweets from 112 unique pro-ISIS 

Twitter accounts. The second dataset consists of 122 K tweets representing 

95,725 accounts..tweets divided into 17,000 Pro-ISIS and 77,813 An-

ti-ISIS. 

Identifying accounts of 

terrorists 

[49] Youness Madani, 

2019 

Use a Twitter API called Twitter4j (between June 2015 and June 2017), 

also use the Apache Flume, to extract and store the tweets directly in the 

Hadoop framework with its distributed file system (HDFS). 

Classify the semantics of 

tweets 

[71] #Edchat dataset The dataset contains 482,251 public tweets and retweets for educators who 

discuss current trends in teaching with technology, collected between Feb 

1, 2018, and Apr 4, 2018 

Spam and educators 

[44] Octavio Loyo-

la-Gonzalez, 

2019 

51,457 tweets from which 31,654 belong to humans and the remaining 

(19,804) belong to bots. 

Bots 

[19] Pratama, 2019 Tweets are gathered from the presidential candidates, from February 2019. Candidate’s Supporters 

[14] Dataset of Uni-

versity of Mary-

land 

The first dataset consists of over 30,000 tweets, whereas the second dataset 

by Davidson et al., contains roughly 25,000 tweets. 

Automated hate speech 

[64] Twitter API Dataset is composed of 37438 Twitter accounts, where 25013 were an-

notated as human accounts and the remaining 12425 are bots. 

Bots 

[73] Chen2018 Twitter 185.922 (bots) Bots 

[74] DeBot 9,134-bots Bots 

[75] Beskow2019 Twitter 235k-bots , Bots Their own method Bots 

[76] Campos2018 Campos2018 Twitter 267-accounts Human, legitimate & malicious bot Manual annotation 

[77] Chew2018 Twitter 57,888 accounts Bots 

[66] Cresci-2017 Consisting of 3,474 human accounts 8.4 million and 1,455 bots 3 million 

tweets. 

Malicious social bots 

[68] Ingo Jost 2018 Pang and Lee [78] and on another four datasets of different types of 

products from Amazon: books (BOO), DVDs (DVD), electronics (ELE), 

and kitchen appliances (KIT) 

Opinion polarity 

[52] Cresci-2017 Consisting of 3,474 human accounts 8.4 million and 1,455 bots 3 million 

tweets. 

Malicious social bots 

 

7 Methods effectiveness 

The effectiveness of bot detection depends on the method used with features selection to produce good accuracy. 

table 3 explains the classification methods used in the literature. 

Based on our review, researchers are more likely to use machine learning methods. The majority of the re-

viewed papers used tree-based approaches and the Bayes theorem. The SVM classifier was the most frequently 

used classifier among the methods examined, figure 3 illustrates a summary of classifiers used in the reviewed 

literature. SVM is based on the kernel and parameters that are chosen. Furthermore, a significant disadvantage of 

this classifier is that it highly relies on a large training set to improve performance. Similar to SVM, the effective-

ness of a neural network depends on the sample size; thus when the sample size is large, the vector performs well. 

The Random Forest (RF) classifier has been used by many researchers. The benefits of this classifier are: (1) less 

complexity of tuning and (2) achieving more accurate results. However, as with most decision tree algorithms, the 

complexity of the tree could lead to the issue of over-fitting. In earlier literature, the Bayes-theorem and RF were 

widely used. As a statistical theorem, the Bayes theorem is quick in terms of training and prediction time. Howev-

er, when datasets contain a small number of features, this classifier performs better. 

Even though all of the literature reviewed had tested and measured their methods’ performance, it is inequi-

table to use these measures to judge method performance because some factors that contributed to unstable per-

formance are labeling accuracy and the types of bots included in the datasets, and discriminate features. For ex-
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ample, in supervised learning, performance is highly dependent on two aspects namely, training and testing da-

tasets and the selection of important subset features. When the same method is applied to different datasets or 

features, the performance of the models varies dramatically. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 3 Summary of classifiers used in the reviewed literature 

 

Table 3. Classification methods used in the reviewed literature 

Ref Bots type Algorithm Type Result 

[69] Bots user dbscan and k-mean Unsupervised 97.7% accuracy, 91% precision, 98% recall. 

[8]   Spam SVM, KNN, and RF  (RF) Supervised T1 RF accuracy= 95.3, T2 RF accuracy =90.88 

[55] Offensive 

language 

SVM and NB Supervised NB accuracy=92%, recall =95%, SVM accura-

cy=90%,recall =92% 

[17] Fake accounts Bayesian learning and Demp-

ster–Shafer theory (DST). 

Supervised The proposed LA-MSBD algorithm has achieved 

precisions of 95.37% and 91.77% for MSBD, 

respectively. 

[31] Fake news HMM, IBk, BN, NB, VP, 

SMO, MLP, JRip, 1R, 0R, 

J48, HT, RT, J48C, J48g, 

LAD, LMT, REP, and RF 

Supervised ClassA’s features with 1R classifier alg. 93.27 

accuracy, Classification results for bot detection 

task with ClassA’s features with RF classifier alg. 

95.84 accuracy 

[34] Bots One-class classifiers, Bag-

ging-TPMiner and Bag-

Supervised Detect different types of bots with a performance 

above 0.89 measured using AUC, without re-
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ging-RandomMiner, OCKRA. quiring previous information about them. 

[29] Spam RF, DT C4.5, Bayes Network, 

K-NN, and SVM. 

Supervised The best result in RF ,Detection Rate=0.913, F-1 

Measure=0.92. 

[51] Spam RNN model, BiLSTM Supervised Test-1:Accuracy=0.961 test2 : Accuracy=0.929 

[79] Malicious 

social bots 

Constrained seed K-means 

algorithm 

Semi super-

vised 

The experimental result shows, the recall rate is 

97.5%, and the F1 Score is 95.2%. 

[63] Botnets shallow and deep learning 

methods 

Unsupervised Combined with tweets to produce a high accuracy 

of 96%. 

[71] Spam A practical and holistic Ap-

proach 

  

[44] Malicious 

activity 

pattern-based classifier Supervised Results over 0.90 of AUC and 0.91 of MCC for all 

tested combinations 

[19] Fake news SVM and RF with 

cross-validation as a training 

Supervised RF: Accuracy = 0.74 AUC= 0.75, SVM: Accu-

racy=0.7 

[15] Cyberbullying SVM and NN classifiers Supervised NN accuracy=92.8% and SVM= 90.3 

[14] Cyberbullying Convolutional neural net-

works (CNNs) 

Supervised 95.33% for Dataset 1 and an accuracy of 96.38% 

for Dataset 2. 

[28] Fake profiles SVM, NB, and improved 

Support Vector Machine 

(ISVM) 

Supervised SVM, ISVM and NB: Accuracy  SVM =0.774, 

Naïve Bayes = 0.773, ISVM=  0.900 

[30] Credibility of 

tweets 

NB, and BN, models, kNN, 

DT that mainly consisted of 

C4.5 and RF models and  

SVM. 

Supervised The accuracy of C4.5 achieved the highest level 

of accuracy. Average Accuracy C4.5 classifi-

er=95.11% 

[56] Fake Infor-

mation 

TF-IDF 3), with the proposed 

formula 

Unsupervised Experimental results, F-measure=0.711, preci-

sion=0.711, recall =0.88 

[11] Fake accounts RF, Naïve Bayes and SVM Supervised Accuracy (RF= 98%, Naïve Bayes=97.6%, 

SVM=98%). 

[64] The credibility 

of the Twitter 

account 

Deep Neural Network (DNN) 

to as Bot-DenseNet 

Hybrid Bot-Dense model in terms of F1-Score=0.77 

[66] Malicious 

activity 

Deep Neural Network (DNN), 

LSTM neural network 

Hybrid Achieved nearly perfect detecting accuracy (more 

than 99%). 

[68] opinion polari-

ty 

Deep Neural Network (DNN) Hybrid Accuracy (%) for movies dataset (81.7), for books 

dataset (76.0). 

[52] Malicious 

activity 

Deep Neural Network (DNN), 

NLP 

Hybrid Accuracy ANOVA F-Value and SVM is 0.9898 

 

8 Measures of Performance 

Various performance measurements were used to evaluate social bot detection. An accuracy rate is a common 

approach used to measure performance. It refers to the percentage of accounts that are correctly classified in 

comparison to the entire sample. However, relying solely on the accuracy rate to evaluate the chosen classifier is 

insufficient because it does not distinguish between the numbers of correctly classified examples of different 

classes and this may lead to erroneous conclusions. To validate the results, the majority of the previous literature 

used classifiers with tenfold and/or fivefold cross-validations. F-measure, precision, and recall were also used in 

some studies as other measurements of performance assessment. Because the bot detection problem is ultimately a 

binary classification, such performance measurements are appropriate. 

9 Features 

Social bot detection relies on a group of selected features to categorize accounts as legitimate or bot accounts. 

This paper highlights how common features are used to detect social bot accounts in previous work. This includes 

characteristics such as timing, text usage, and sentiment. It should be clear that a social bot cannot be assumed 

reliant on a single feature without considering the others [80]. Table 4 summarizes the common features extracted 

from a full set of features in the reviewed papers to determine whether an account is a human or bot. However, 

bot-masters can easily develop bots that elude detection by the prediction models based on the use of a few fea-

tures. Depending on the bot’s objectives, each sort of bot should have distinct qualities. 

In general, the extracted features can be used to identify community features by addressing network features. 

Users' social connections can also be determined and ranked according to the performing content and behavioral 

analysis. For example, if an account is verified or protected, it is a logical indicator that it is not a bot account. 

Profile features that can be extracted from metadata such as profile image, screen name, and description may also 



Inteligencia Artificial 69 (2022)                                                     78 

indicate the accounts' nature. For example, a default profile image indicates a new user or a bot account. If the 

temporal pattern such as the average of tweeting and re-tweeting ratios occurs at small intervals, this can be a sign 

of bot activity. Therefore, using an entropy component as part of the classification system to detect behavior is 

essential. Furthermore, the frequency with which similar content with URL is posted can be an indicator of a 

spammer. In other words, the URL feature can be used to detect link farming activity, which is commonly used by 

spammers and bot accounts. Such features can be used in conjunction with other attributes such as URL and 

number of links. 

The entropy of tweets can also indicate a bot account with malicious intent as shown in [63]. Furthermore, if 

the number of followers is high in a new account, this may indicate that a such number of followers is fake and the 

account is a bot. Instead of finding thresholds [81], to find patterns in features, some researchers used a pattern 

recognition component. This is because algorithms are used to keep track of bot accounts that will eventually 

leave a pattern that can be utilized to spot bots [44]. Moreover, in unsupervised machine learning, by using the 

values of a preset set of features, the degree of similarity between a group of social media users is estimated. This 

survey also reveals that the majority of the exploited features can be classified into four major categories namely, 

user profile information, post content, posting behavior, and network structure. 

 

Table 4. The important features used in the previous studies for bot detection. 
Ref. Feature Description Taxonomy Type 

 

 

 

 

 

 

 

 

 

[10,17,76 

,27–30, 

33,43, 

59,61] 

FolloweeFollower Mean of the no. of followers of a user’s followees Metadata Account information 

FolloweeFollowerMedian Median of the no. of followers of a user’s followees Metadata Account information 

FolloweeFollowerStdDev Deviation of the no. of followers of a user’s followees Metadata Account information 

FolloweeFollowerEntropy The entropy of the no. of followers of a user’s followees Metadata Account information 

MentionCountRatio No. of mentions or total no. of tweets Metadata Account information 

MentionUniqueRatio No. of unique mentions/total no. of mentions Metadata Account information 

ffratio Friends-to-followers ratio Metadata Account information 

listed Number of listed tweets in the account Metadata Account information 

Volume of tweeting One spam indicator is unusually high-volume tweeting, 

which is often bot-generated. This could be measured by a 

raw count of tweets, or the percentage of tweets posted to a 

hashtag by a single user. 

Metadata Account information 

Friends_Count The number of users this account is following  Metadata Account information 

AccountBackground Whether the user profile has a background image Metadata Account usage 

AccountSourceTweets Whether the user is the source tweet’s author body of 

tweet 

Account usage 

URL in profile True if a URL is specified in the account’s profile Metadata Account usage 

has biography True if the biography is specified in the account’s profile Metadata Account usage 

Retweets The ratio between retweet count and tweet count Metadata Account usage 

Replies The ratio between reply count Metadata Account usage 

Favorite The ratio between the favorite tweet and tweet count Metadata Account usage 

Hashtag The ratio between hashtag count and tweet count Metadata Account usage 

url The ratio between URL count and tweet count Metadata Account usage 

Favorites Number of tweets favorited in this account Metadata Account usage 

Language_Code The BCP 47 code for the user’s self-declared user interface 

language.Justification: Fake accounts tend to have dif-

ferent language_codes on their interface. 

Metadata Account usage 

Char_account No. of characters in the user’s name including white space Metadata Account usage 

Coordinates It represents the geographic location of the tweet. Metadata Location 

AccountAge Total duration from since account created till now Metadata Temporal 

AverageTweetCount No. of tweets/account age Metadata Temporal 

ProbWeekend Probability of a user tweeting on the weekend Metadata Temporal 

ProbMorning Probability of a user tweeting in the morning Metadata Temporal 

ProbAfternoon Probability of a user tweeting in the afternoon Metadata Temporal 

ProbEvening Probability of a user tweeting in the evening Metadata Temporal 

ProbNight Probability of a user tweeting at night Metadata Temporal 

Hour-x Probability of a user tweeting at hour x Metadata Temporal 

Weekday-x Probability of a user tweeting on day x Metadata Temporal 

intertime Average seconds between postings Metadata Temporal 

id_created days No of days id created Metadata Temporal 

tweet_year The year when the tweet was created Metadata Temporal 

tweet_month The month when the tweet was created Metadata Temporal 

tweet_day The day when the tweet was created Metadata Temporal 

tweet_hour The hour when the tweet was created Metadata Temporal 



79                                                                       Inteligencia Artificial 69 (2022) 

user_created_year The year when the Twitter account was created Metadata Temporal 

user_created_month The month when the Twitter account was created Metadata Temporal 

user_created_day The day when the Twitter account was created Metadata Temporal 

user_created_hour The hour when the Twitter account was created Metadata Temporal 

The count of total words in 

a tweet; 

 
Bodyof 

tweet 

Tweet-level features 

The count of exclamations; 
 

Bodyof 

tweet 

Tweet-level features 

Entity extraction URLs or hashtags, particularly photos, etc Bodyof 

tweet 

Tweet-level features 

Twitter hashtag features No. of tweets that have at least one hashtag, Avg no. of 

hashtags per tweet 

Bodyof 

tweet 

Tweet-level features 

Agreement Whether the text has an agreement text. Bodyof 

tweet 

Tweet-level features 

HashtagAve Hashtag count / Tweet count Bodyof 

tweet 

Tweet-level features 

LinkAve Link count / Tweet count Bodyof 

tweet 

Tweet-level features 

 

table 2 provides a brief description of the main features' categories that were used in previous literature for 

bot detection. Some of the researchers used only metadata of Twitter's accounts to detect bots [29,31,34,63], and 

others used metadata with the content of tweet features to detect bots [29,43,59,10]. 

 As previously stated, one of the major challenges in this research area is the fast-evolving abilities of bots, 

which causes changes in the values of the discriminating features and failure to detect them. Therefore, discover-

ing robust features is of great interest to detect bots early. Finding vulnerable victims is an example of robust fea-

tures because their features are relatively stable. Victims are directly connected to fake accounts; they represent a 

natural “borderline” that separates real accounts from fakes [83]. Figure 4 shows the percentage of methods types 

for feature extraction, feature selection, and a combination of features extraction and selection used in the re-

viewed literature. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Summary of feature selection, extraction, and combined extraction and selection methods used in the 

reviewed literature 
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10 Research gaps 

Table 5 shows that the supervised approach is the most commonly used method in which 26 out of 37 studies have 

adopted it. Unsupervised learning was used in only seven out of 37 studies. Moreover, six out of 27 studies used 

only a combination of features metadata and text tweet. “table 5” also presents that the mean value of the eight 

concepts is 35.81% which can be considered low for such a hot topic. The mean value is calculated using “Eq. 

(1)” [84]: 

mean=(total frequence)/(8 key concepts×numer of ref)×100                                   (1) 

mean=107/(8×37)×100=36.14% 

The impact of eight principles on bot detection is investigated as a wider framework for Twitter bots to gain 

deeper insights into the researched area. This method promotes SMB-detection development and significantly 

improves feature selection and extraction. The average result is 35.81%, which has a slight significant impact on 

SMB- detection. Thus, all eight concepts must be applied completely. 

Many challenges obstruct the advancement of research into detecting SMBs. Collecting genuine accurate 

information, extracting strong characteristics, discovering an effective way to distinguish bots from real users, and 

evaluating the efficacy of current methods are just some of these obstacles. Some gaps in the earlier literature on 

bot detection are discussed here. 

First, the majority of research focuses on detecting bots in supervised learning approaches, as shown in table 

5. However, this can share a common disadvantage, relating to the difficulty of preparing a reliable training 

dataset. In particular, this issue is clear with assigning accurate class labels to sessions of camouflaged robots. On 

the contrary, this limitation does not affect unsupervised learning techniques because they attend to learn intrinsic 

data properties from unlabeled training samples. The adaptive adversary is perhaps another problem for 

supervised learning techniques as for rules-based implementations of bot detection techniques. This problem 

arises because new bots may be evolved unlike the available bots [77], whereas unsupervised learning can adapt 

along with any adversary. Unsupervised learning solves the problem by learning the data and classifying it 

without any labels. The labels can be added after the data has been classified which is much easier. It is very 

helpful in finding patterns in data, which are not possible to find using normal methods [85]. Based on these 

research outcomes, a few studies classified sessions based on unsupervised learning in which the majority of the 

used approaches are focused on investigating the ability to partition bots and humans into separate clusters and 

explore session properties depending on this particular cluster [85]. 

Second, previous literature needs to release the datasets used to be reachable by the research community. 

This can aid in the training, testing, and evaluation of new models. In addition, fresh public datasets are required, 

as well as new research that implements existing detection models and tests them on the same real-world dataset. 

Third, vague areas that require more investigation are noticed. A new direction that starts attracting the 

attention of researchers is detecting each bots category independently. However, detecting all bots types using one 

general model and the same or similar features may produce better and more accurate findings. Furthermore, it is 

unclear if detecting each type of bot separately is adequate. Some techniques, such as supervised learning 

techniques, have been intensively investigated in this field. Many methods, on the other hand, require ongoing 

investigation to better comprehend, develop, or discover new findings. The scientific community is urged to 

develop new methodologies and/or improve on existing techniques. 

Fourth, some of the offered-mentioned approaches have only been trained and tested on a limited dataset. 

This could affect its overall scalability. Aside from classification methods, clustering approaches are used in 

several studies in the literature reviewed to identify spam in bulk. Although clustering approaches do not require 

pre-labeled data, they are limited by the growing scale of social networks, which is a major open challenge in 

detecting spam campaigns. 

The fifth issue is spam drift. This phenomenon means that features of spam tweets are changing over time, as 

evidenced by the retrieved Twitter data in earlier research. Spam drift can happen due to spammers’ frequent 

modification of attack tactics to avoid being detected by spam detectors. Unfortunately, machine learning 

algorithms are not updated with various spam tweets, resulting in a significant drop in classifier performance. 

Some papers attempted to provide solutions to this problem, but it still needs further effort. 
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Finally, extracting the influential features that may help machine learning algorithms detect Twitter bots with 

high accuracy is important, especially if a predetermining of the type of bot exists. Thus, feature extraction is 

focused on one direction and not on all types of bots. This situation can help identify and extract important 

features. Based on the reviewed papers, the attention was focused on the metadata of Twitter's accounts as well as 

the application of hybrid methods in the process of selecting features, which in turn, consumes a long time. Using 

complex methods in the process of determining features is still a question. A balance between accuracy and speed 

in bot detection must be considered. Furthermore, to avoid falling into the curse of dimensions when selecting 

features from metadata and the tweets’ text, dimensionality reduction is used to reduce the feature space with 

consideration of a set of principal features. 

 

Table 5. A Summary of bot detection approaches using features extraction and selection methods 
Ref FS: Fea-

ture Se-

lection 

FE: Fea-

ture Ex-

traction 

FS&FE Text tweet Metadata Text and metadata Supervised Unsupervised 

[36] 
  

  
  

 
 

[59] 
  

  
  

 
 

[67] 
  

  
   

 

[47] 
  

  
    

[58]  
  

 
  

 
 

[38]  
  

 
  

 
 

[8]  
  

 
  

 
 

[60] 
 

 
 

 
  

 
 

[50] 
 

 
 

 
  

 
 

[37] 
 

 
 

 
   

 

[56] 
 

 
 

 
   

 

[48] 
 

 
 

 
  

 
 

[14] 
 

 
 

 
  

 
 

[17] 
 

 
 

 
  

 
 

[51] 
 

 
 

 
  

 
 

[32] 
 

 
 

 
   

 

[62] 
 

 
 

 
    

[54] 
 

 
 

 
   

 

[49] 
 

 
 

 
   

 

[44] 
 

 
 

 
  

 
 

[55] 
 

 
 

 
  

 
 

[71] 
 

 
 

 
  

 
 

[63] 
 

 
 

 
    

[35] 
  

  
  

 
 

[53] 
 

 
 

 
   

 

[18] 
  

 
  

  
 

[43] 
  

 
  

  
 

[11] 
 

 
   

  
 

[30] 
 

 
   

  
 

[61] 
 

 
   

  
 

[64] 
 

 
   

 
  

[34]  
   

 
 

 
 

[45]  
   

 
 

 
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[28] 
 

 
  

 
 

 
 

[31] 
 

 
  

 
 

 
 

[29] 
 

 
  

 
 

 
 

[19] 
 

 
  

 
 

 
 

Fre

que

ncy  

5 25 7 25 6 6 26 7 

Perc

en-

tage 

13.5% 67.5% 18.9% 67.5% 16.2% 16.2% 70.2% 18.9% 

 

11 Conclusions

Twitter Bots are abused to manipulate public opinion and gain social media power due to the massive increase in 

social media influence on people’s opinions. Even though researchers developed powerful models to detect social 

media bot accounts, bot-masters are rapidly developing new bots to avoid detection. This study discussed various 

aspects of bot detection methods used in recent studies on Twitter and highlighted the key Twitter features that 

can be selected or extracted to detect bots accurately. Moreover, this research aimed to investigate deeply the main 

features of the previous literature based on four criteria namely, datasets used, features, classifiers, and perfor-

mance measures. This objective was achieved with a focus on reshaping a new architecture in the techniques of 

features extrapolation because significant relationships between malicious bots and features architecture on the 

improvement of existing machine learning applications exist and the development of high standards of Twitter bot 

detection. This study also provided detailed descriptive information about Twitter features that interact with the 

malicious bots classification. Based on the inclusion criteria of this research, the included studies were thoroughly 

and systematically examined to highlight the benefits, challenges, gaps, and recommendations related to bot de-

tection. Thus, solutions to the challenges and issues raised in this study were presented. Therefore, this research 

provided a wider grounding to the Twitter malicious bot by exploring the impact of features, annotated datasets, 

methods, and various machine learning techniques to encourage the application of artificial intelligence on Twitter 

bot detection. 
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